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Abstract. In recent years, the method of molecular-dynamics computer simulation
has increasingly been employed to investigate the mechanisms underlying sputtering
of solids by ion and cluster impact. This review highlights the results obtained by
this method. The topics covered include sputtering in the linear-cascade and the
spike regime, cluster emission, the formation of surface topography by sputtering
and its effects on sputtering, sputtering of molecular solids and chemical effects in
sputtering.

1 Introduction

Sputtering [1–4] is the process of emission of (neutral or charged) atoms
due to the bombardment of the surface of a material by energetic particles.
Usually these projectiles are ions, but as well atoms, clusters or other particles
(neutrons, electrons, etc.) may be employed.

The theoretical understanding of the sputter phenomenon is quite ad-
vanced. While the main progress in the theoretical description of the sput-
ter phenomenon came by analytical theory [5], computer simulations were
increasingly used throughout the last decades to investigate ion irradiation-
induced phenomena. Simulation algorithms based on the so-called ‘binary
collision approximation’ (BCA) as well as various Monte Carlo schemes were
set up to study processes in structureless [6] and crystalline [7] targets; they
are reviewed in [8] and elsewhere in this book.

Molecular dynamics simulations have been employed for a long time to
obtain an atomistic understanding of irradiation-induced processes. Indeed
one of the earliest applications of the method has been a seminal contribu-
tion by Vineyard et al. [9], who applied molecular dynamics to the study of
primary knock-on processes in metals. This was only three years after this
method was invented to study the equilibrium properties of a hard-sphere
fluid [10].

There are good reasons to apply molecular dynamics to sputtering:

1. A complete description of the projectile-surface interaction process starts
with the projectile slowing down in the target and ends with the dissi-
pation and finally thermalization of the energy. The molecular dynamics
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method is, in principle, able to follow this whole sequence of events with-
out any further assumptions or approximations, once the interatomic
interaction potentials and the electronic stopping have been specified.

2. Material dependent parameters – like surface binding energies, nuclear
stopping powers, melting or boiling temperatures – are included natu-
rally in the interatomic interaction potentials. Thus with a realistic spec-
ification of these potentials, no further ad hoc parameters need to be
introduced.

3. The effects of bonding and reactions, which are particularly important
for the sputtering of molecules and clusters, but also for the sputtering
of non-elemental and in particular molecular solids, are included in a
straightforward way, once the appropriate potentials have been formu-
lated.

4. The effects of a nanoscopic structure of the surface – atomic roughness
or surface topography – are easily included in the simulation.

A draw-back of the method of molecular dynamics is that it is able to
study the processes only for a short period of time (roughly < 1 ns) and on
small spatial scales (in target volumes comprising some millions of atoms,
say). While these limits may change with the development of hard- and soft-
ware, it is a difficult task to stretch the simulation to the time and space scales
over which real experiments extend. The methods of analytical sputter the-
ory (transport theory), and the binary-collision-approximation Monte-Carlo
methods easily transgress these restrictions in time and space scales.

An advantage of the method is that it lends itself easily to the visualisation
of the processes occurring and even to their animation. Thus the graphical
presentation of the data obtained is often appealing to imagination and may
provide for a deeper understanding of the processes occurring.

Since the early days of the application of molecular dynamics to ion-
irradiation and sputtering processes, a number of reviews have appeared [8,
11–16]. These cover both the methods applied and the simulation results ob-
tained. The aim of the present review is to delineate the lines of development
of the method to show 1. where molecular dynamics has been used intensely
in sputter physics; 2. where molecular dynamics has contributed to an un-
derstanding of sputter physics. While no complete coverage of the literature
is possible, it is hoped that the main lines of development can be shown here.

The progress in this method is established both in the development of
hardware and software. Trivially, progress in hardware capacities allows for
the simulation of larger targets – this allows for an increase of the bom-
barding energy which can realistically be studied – and the simulation of a
larger number of impact events, which increases the significance of the data
obtained. The development in software leads to:

1. The formulation of better potentials, which describe the materials be-
haviour; these are in particular important for the description of chemical
effects and the bombardment of molecular solids.
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2. The formulation of better boundary conditions of the simulation crys-
tallite which allow to better control the effects of the finite size of the
simulation target in contrast to the experiment.

3. The inclusion of further effects in the molecular dynamics simulation,
such as electronic effects in sputtering (excitation or ionization).

In this contribution, the impact of molecular dynamics simulations on the
understanding of the physics underlying the sputter phenomenon is presented
and discussed. While a complete coverage of all scientific contributions to
this subject appears impossible, it has been attempted to sketch the various
fields in which molecular dynamics simulations have proven fruitful to widen
and deepen our understanding. Due to the atomistic nature of this simulation
technique, as diverse aspects as cluster impact, chemical effects in sputtering,
or the effect of surface topography on sputtering could benefit from this
method.

2 Linear-Cascade Regime

A number of molecular dynamics studies have been performed in order to
investigate basic issues in linear sputtering theory. The grouping of the results
reported below under this heading may not appear fair in all cases. However,
this section is meant to contain all those results that can be understood at
least in a first approximation from the assumptions underlying linear-cascade
theory, and refer to processes where neither atomic binding nor high energy
densities play a strong role.

Single-crystalline targets are implemented with particular ease in molec-
ular dynamics; hence several studies on clarifying the sputter mechanisms of
single crystals have been performed. The evolution of this field until 1992
is described in [17]. A special impetus for performing these simulations is
provided by experimental techniques which allow to measure energy-resolved
angular distributions of sputtered particles for small irradiation fluences and
hence under well defined surface conditions. Such an experimental situation
lends itself in an ideal way to molecular dynamics simulations. In fact, it may
be hoped that here it is only the interatomic interaction potential the knowl-
edge of which limits the accuracy of the simulation. In this situation, a new
potential – due to DePristo et al. [18, 19] – was incorporated into the simu-
lation, which was believed to describe interatomic interaction in metals in a
more accurate way, and the sputter calculations which were previously per-
formed with the established embedded-atom-method (EAM) potential [20]
were repeated. The new results appear to show a better agreement with ex-
perimental data [21].

Among further work on single-crystal sputtering we wish to mention [22],
which aimed at identifying the mechanism of Wehner spot formation for
low-energy sputtering, i.e., the preferential emission of sputtered atoms in
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Fig. 1. Distribution of depth of origin of Cu atoms sputtered by 1 keV Ar ions
from a Cu (100) surface. Molecular dynamics data from [30]

close-packed crystal directions. Also [23] and [24] investigated this subject
with a particular interest in the temperature dependence of Wehner spots.
Sputtering induced by hyperthermal rare-gas atoms bombarding different
low-indexed surfaces of a Cu crystal was investigated in [25]. Other work
tried to identify the differences between the sputtering of an amorphous in
contrast to a single-crystal Si surface [26]; there also several discrepancies
with previous simulation results of crystalline Si sputtering [27, 28] are dis-
cussed. The depth of origin of sputtered atoms was studied using molecular
dynamics (and Monte Carlo) simulations in [29] for random target orien-
tation. Figure 1 exemplifies the distribution of depth of origin for 1 keV Ar
impact on a Cu (100) surface. It shows that some 95% of the sputtered atoms
originate from the topmost surface layer for impact on a (100) surface; on a
(111) surface it is only 85% [23].

Finally, some unusual work on linear-cascade sputtering should be men-
tioned. In condensed gases, very low-energy atoms – in the eV region – may
give rise to so-called mini-cascades [31]. Such low energy atoms may be ex-
cited for instance by electronic excitation, and subsequent energy transfer
to atomic motion. Molecular dynamics simulations of this phenomenon have
been performed with the aim of describing electronic sputtering in condensed
gases [32] and the transmission of atoms through thin rare-gas films, and the
concomitant sputtering [33].

In summary, the method of molecular dynamics is well able to study
sputtering in the linear-cascade regime. Since, however, the BCA method
is readily applied to this regime, and with less expenses in computer time,
molecular dynamics simulations are in general only performed in those cases
where either the binding situation in the target needs to be accurately imple-
mented (such as in compounds), the number of approximations introduced
needs to be minimized in order to study a small effect (such as in prefer-
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ential sputtering of isotopes) or simply advantage is drawn from the ready
availability of the molecular dynamics program. Two specific areas where
molecular dynamics simulations have been successfully used in this respect
are discussed in the following.

2.1 Low-Energy Sputtering

The sputtering behaviour for low-energy impacts (< 1000 eV, say) lends it-
self readily to molecular-dynamics simulation. Kress et al. [34] investigate
the low-energy off-normal Ar and copper bombardment of Cu (111). Gades
and Urbassek [25] investigate energy deposition, reflection and sputtering of
normal-incidence rare-gas atoms with energies of 5–400 eV off polycrystalline
Cu, and compare to experimental measurements by Winters et al. [35, 36].
Good agreement is obtained for the energy dependence of the deposited en-
ergy. Light projectiles deposit less energy in the target due to their increased
reflection probability; for heavy projectiles, sputtering is the dominant energy
loss channel from the target. Abrams and Graves [37, 38] study sputtering
of Cu by Ar and Cu low-energy impacts (< 175 eV). They discuss the sput-
tering and the sticking coefficient as a function of the incidence angle and
state favourable agreement of their sputtering yields with the experimental
data compiled in [39]. The same authors also study sputtering of rough SiO2

surfaces by obliquely incident low-energy Ar atoms [40] and emphasize the
angular and energy distributions of sputtered atoms and molecules. Kubota
and Economou [41] investigate the growth of a thin oxide film on Si induced
by thermal O atoms and sputtering by 100 eV Ar ions.

Several low-indexed surfaces of fcc and bcc crystal have been reinvesti-
gated by Shapiro et al. [42]. Güvenc et al. [43] discuss the sputtering mech-
anism, including the effect of the projectile-target interaction potential, on
the sputtering yield of the Ar → Ni (100) system for bombarding energies
between 10 and 40 eV. They find the theoretical yields to be considerably
higher than the experimental yields [44] and attribute this discrepancy to
the incomplete knowlegde of the real interatomic potential functions.

2.2 Preferential Sputtering

The sputtering behaviour of compounds and alloys is of considerable practical
interest [45]. In these materials, sputtering yields, but also the angular and
energy distributions, will depend on the species that is ejected. In other words,
the measurement of partial yields and distributions is of prime interest.

Let us concentrate in the following on the sputtering of a binary system
of species i and j which are homogeneously mixed with concentrations ci,
cj , where ci + cj = 1. While after irradiation with sufficiently high fluence,
a steady state will be reached, in which the ratio of the sputtering yields is
stoichiometric, i.e., equals the ratio of the bulk concentrations,

Yi/Yj = ci/cj , (1)
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this is in general not the case for small fluences. We shall call the normalized
ratio

δ =
Yi

Yj

cj

ci
(2)

the sputter preferentiality, since its deviation from the value 1 indicates over-
or under-stoichiometric emission of a particular species. Note that in some
papers, (δ − 1) is called the sputter preferentiality. Analytical sputter the-
ory [46] predicts δ to depend on the masses Mi,j and the surface binding
energies Ui,j of the respective species in the alloy as

δ =
(

Mj

Mi

)2m (
Uj

Ui

)1−2m

. (3)

Here m denotes the power exponent describing the interaction potential.
The sputtering of such a system is of considerable interest to SIMS. The

static SIMS case corresponds to low fluences, Φ → 0, while the interpretation
of dynamic SIMS data needs (among others) a knowledge of the dependence
of the partial sputtering yields on fluence Φ. A wealth of experimental data
as well as (dynamic) binary-collision simulations is reviewed in Gnaser [47],
and elsewhere in this volume.

Molecular dynamics simulations on sputtering of multi-component mate-
rials are comparatively rare. In the following, only results on the static case
(Φ → 0) will be reviewed. Gades and Urbassek [48] studied the preferential
sputtering of a series of model alloys CuX. By choosing X as a pseudo-copper
species which is more weakly (strongly) bound than natural copper, the de-
pendence of the preferential sputtering on the surface binding could be ex-
plored. Here it was shown that – in particular for low bombarding energies
of 1 keV – the simulated preferentiality is stronger than in the analytical es-
timates; with increasing bombarding energy the analytical estimate appears
to describe the simulation data better.

A special case of particular interest is the sputtering of isotopic mixtures.
Here sputtering is governed by the mass ratios of the different isotopes in the
specimen. Equation (3) thus predicts a preferentiality

δ =
(

Mj

Mi

)2m

. (4)

Since this effect is generally small, in the percentage range, in molecular
dynamics simulations the mass differences are often artificially enhanced in
order to increase the preferentiality, and hence improve the statistical signif-
icance of the results [49]. Early work was performed by Shapiro et al. [50, 51]
who considered a variety of targets (both two- and three-isotope crystals
and liquids) and compositions. The preferentiality showed a size compatible
with the experimental findings. Large emission-angle-dependent effects were
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Fig. 2. Computer simulation data [54] for the sputter preferentiality δ in a 1:1
stoichiometric mixture of 92Mo and 100Mo, sputtered by Ar ions of energy E0.
δ shows a strong dependence on the ion impact energy; only for sufficiently high
energy, E0 > 10 keV, the asymptotic result, (4), with m = 1/6 (dotted line) is
retrieved

found, and a strong dependence on the target crystallinity, such that liquid
samples, deviated strongly in their angular emission pattern from crystalline
samples.

In their study of model CuX alloys, Gades and Urbassek [48] also chose X
as a heavy copper atom with twice the natural mass. A sputter preferentiality
of δ = 1.30 ± 0.05 was obtained, in good agreement with the theoretical
value 22m, where m = 0.19 for the potential adopted.

Lam and Johannessen [52] studied the preferential sputtering of CuNi;
this study was later repeated by Gades and Urbassek [48]. The resulting
preferentialities of δ = 1.22 and 1.25, respectively, of the two simulation
studies coincide; in this case the preferentiality originates mainly from the
different surface binding energies of copper and nickel in the specimen.

Shulga and Sigmund performed a series of simulations, where besides
binary-collision simulations also molecular dynamics was employed [53, 54].
Molybdenum isotope samples with an artificially increased mass ratio were
investigated. These authors studied in particular the dependence of the pref-
erentiality on the bombarding ion energy, and showed that the theoretical re-
sult is only retrieved for high energies (E0 > 10 keV in their case), cf. Fig. 2.
At low bombarding energies, the sputter preferentiality strongly depends on
the mass and energy of the bombarding species and varies considerably with
the emission angle; this effect could be reduced to the collision kinematics of
binary scattering.
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3 Ionic Crystals

Sputtering of ionic crystals has been investigated experimentally; it is known
to give rise to considerably larger sputtering yields than those expected from
collisional theory [55]. This is believed to be due to ‘electronic sputtering’, i.e.,
long-lived electronic excitation states which are created by the bombardment,
diffuse to the surface and induce sputtering there. This process has been
studied in alkali halides with quite some detail [56].

Ionic bonding occurs in many materials of practical interest. Thus, e.g.,
alkali halides are used for radioactive waste storage. Other relevant materi-
als, such as SiO2, but also SiC, and many non-metallic compounds, exhibit
at least partial ionic bonding. In molecular solids, the molecular constituents
may be polar, possessing permanent dipole moments; the outstanding exam-
ple is given here by water. In all these cases, the long-range nature of the
Coulomb (or dipole) forces complicates the strict calculation of the attrac-
tive forces used for molecular dynamics. Usually, the Coulomb contribution
to the forces is ignored or cut off, when calculating the effect of ion irradia-
tion on these compounds. Thus, e.g., in a molecular dynamics simulation of
Coulomb explosion from a fast-ion-induced ion track [57], the Coulomb forces
enter the simulation with an exponential screening factor exp(−r/a) and are
furthermore cut off at rc = 7a. In a related case, the laser ablation of water,
the dipole force is cut off at a relatively short distance [58].

Nordlund [59] studies radiation effects induced by keV Ga PKA’s in the
strongly ionic compound GaN. By comparing the simulation results of a non-
ionic model to those of an ionic charge-transfer model, he can demonstrate
that in this case, the inclusion of explicit ionicity shows no strong effect on col-
lision cascade development. In agreement with experiments [60, 61], he finds
an amorphisation dose which is considerably higher in this material than in
Si or comparable semiconductors; based on his simulations he attributes this
effect to a high threshold displacement energy and cascade-induced annealing
of damage as well as to in-cascade annealing.

Only few investigations have been published in which the long-range elec-
trostatic forces have been fully taken into account. A recent paper by Ra-
masawmi et al. [62] investigates the sputtering of NaCl by 1 keV Na impact.
Technically, these authors consider the target as a free crystallite, with fixed
lateral boundaries. In this way, all electrostatic forces are taken into account
for the 2 ps during which the simulation is performed. The results show a
relatively low sputtering yield of 0.36 attributed to a large amount of chan-
neling. A large number of dimers, often neutral, are emitted. Recent studies
by Young [63,64] model the Coulomb explosion spike in KCl and LiF crystals
containing 12, 800 particles generated by a swift ion. While sputter processes
are not considered here, this work gives insight into the dynamical effects
associated with ion track formation in such a material, affecting in this case
a cylindric region of 78 Å in diameter.
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4 Effect of Electronic Energy Loss
and Electronic Excitations
in Atomic Collision Cascades

Another thread of work attempts to identify the role of electronic inelastic loss
processes in a cascade, and of electron excitation [65–67]. Such a procedure
requires an ad hoc introduction of electronic processes into the simulation.
The results achieved were also used to assess the mechanisms by which core-
excited atoms are sputtered [68].

Besides giving away their energy in elastic collisions with other atoms,
atoms may be slowed down in the solid also by the so called electronic stop-
ping, i.e., inelastic losses with target atoms or the ‘friction’ in the electron
gas of the target. This electronic stopping can be described as a velocity-
proportional friction; the proportionality coefficient has been calculated by
Lindhard and Scharff [69] and Firsov [70] and also in later more recent
work [71, 72]. Such a stopping process can be included as a friction force
in molecular dynamics simulation. This friction dampens the motion of the
projectile but also of each target atom in the collision cascade of the solid [73].

As a consequence, projectile ranges are shortened, but also the lifetime of
thermal spikes is reduced [74–76]. Since for low atom velocities, the electronic
stopping has to obey the same physics as, e.g., electron-atom scattering in
electrical conduction, the low-energy stopping can alternatively be described
by the electron-phonon interaction [77,78]. The magnitude of the proportion-
ality coefficient entering the velocity-proportional stopping at low velocities
has been subject to considerable debate in the past [78]. Note that recent
experiments [79] allow to measure directly the kinetic electron excitation in
atomic collision cascades.

Several schemes have been employed to include electronic excitation pro-
cesses into the molecular dynamic simulation of collision cascades.

1. Electron promotion in close binary encounters may form the basis of
excitation [80–82]. This treatment has also been applied to describing
the sputter emission of highly excited metastable atoms [83, 84].

2. Low-energy atom motion (below 1 eV, say) has been modelled to couple
via the electron-phonon interaction to electrons. This approach has been
used to describe effects like defect production and ion-beam mixing [85];
we note that the importance of including electron-phonon coupling for
these phenomena is still under discussion [76]. Assuming thermalization
of the electronic and the atomic systems separately, this regime can be
described by a two-temperature model [86, 87].

3. At energies above 1 eV/atom, the coupling of atomic motion to the elec-
tronic subsystems may be described by the electronic stopping power of
individual atoms [88].
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4.1 Stopping

The consequences of the electronic stopping of the projectile on the sputtering
process are considered small and are mostly connected to the reduction of
the deposited nuclear energy density; as a consequence the sputtering yield
may be somewhat reduced [89].

4.2 Excitation

An interesting consequence of the energy loss into the electronic system is
that it may serve as input to models of atom excitation or ionisation; these
processes are of immediate interest to sputtering of ions and hence to SIMS
experiments. While this idea has been exploited by Sroubek in several papers
in the past [90, 91], recently this model was also incorporated in molecular
dynamics simulations of atomic collision cascades [92]. Since the parameters
describing the electronic excitation – besides the proportionality constant of
the velocity-proportional friction, also the electronic mean-free path enters
the problem. which is itself dependent in particular on the structure (melting,
amorphisation) of the irradiated crystal [85] – are not all precisely known,
such simulations have at the time being model character and allow the predic-
tion of qualitative features rather than of quantitative effects. Nevertheless,
the simulation showed that transient electronic temperatures reaching several
thousand Kelvin may be reached in the vicinity of the surface and can thus
influence the ionization properties of sputtered atoms.

5 High-Energy-Density (Spike) Phenomena

As soon as the energy imparted per atom Eatom in a certain subvolume of the
cascade becomes of the order of the cohesive energy Ecoh of the solid, or above,
the linear-cascade sputter regime is left, and a so-called high-energy-density
zone, or a (thermal or elastic-collision) spike is created. If this high-energy-
density zone is established close to the surface, intense sputtering may result.
We note that the idea that regions of high energy density are relevant for
sputtering is rather old [46].

Early research concentrated on the investigation of spikes in metals. Thus
for example it was established experimentally that at energies around the
maximum of the nuclear stopping power, spikes contribute substantially to
the sputtering of Au by heavy projectiles [93, 94]. The molecular dynamics
simulation study of Ghaly and Averback [95] could visualise the spike induced
by 20 keV Au bombardment of a Au target; for the trajectory shown dramatic
atom emission resulted (cf. also Fig. 3).

Clear evidence of spikes was presented in simulations of keV atom bom-
bardment of condensed rare gases [96, 97]. More recently, also the transition
from collision-cascade to spike (or from linear to nonlinear) sputtering was
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Fig. 3. Cross section through a Au crystal 1.5 ps after perpendicular impact of
a Au13 cluster with 10 keV total energy on its (111) surface. Color denotes local
‘temperature’; the green zone corresponds to the melting temperature, the red zone
has reached double this temperature

investigated in such systems [98]. In the (nonlinear) spike regime, the molec-
ular dynamics analysis of such events allowed to describe the phenomena
occurring after atom impact using hydrodynamical and thermodynamical
quantities:

1. a low particle density in the spike region, which has been created due to
the high pressure established there;

2. an explosion-like velocity distribution leading to a radial expansion of the
material around the ‘centre of the spike’; this velocity distribution leads
to the correlated outward emission of the surface of the energized cascade
volume;

3. a huge sputtering yield, resulting in the formation of a crater;
4. the energy distribution of emitted atoms exhibits a 1/E2-tail for higher

energies (E > 0.2 eV in the case of an Ar target) in agreement with linear-
cascade theory. Below 0.1 eV an excess amount of low-energy particles are
sputtered; these particles are associated with the thermal-spike character
of the emission.

The last two features have been observed experimentally [99–101]. Spikes may
be rather long lived – on the order of 1 to several ps –, whereas linear collision
cascades have died several 100 fs after ion impact, when the energy of all
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atoms has decreased below the cohesive energy, and hence no more collision-
cascade sputtering can occur. The reason hereto is that in a spike, energy has
more or less been equilibrated between all the atoms, and hence its lifetime
is governed by energy diffusion (heat conduction) out of the spike volume,
while in a linear collision cascade each moving atom loses energy when it
collides with an atom at rest. Hence it is a question of major importance for
the lifetime of spikes whether electrons can participate in energy dissipation.
Various schemes have been proposed to include electrons into a molecular
dynamics simulation in a phenomenological way [14, 73, 77, 85, 86, 88]. One
result of these considerations is that for good electrical conductors – such as
Cu or Ag – the coupling between electrons and atoms is too small to sensibly
affect the lifetime of a spike; in other cases, however, – such as Ni or Pt
– spikes may be efficiently quenched by electronic heat conduction [77, 86].
Even arguments were raised that in some cases energy may be imparted from
the electrons to the phonon systems. Such a situation may be important for
high-energy irradiation (in the MeV region) where a nonnegligible part of
the projectile energy is given to the electronic system, and may be imparted
from the electrons to the atoms [87].

In the following Sect. 5.1, results on sputtering from fast-ion-induced
tracks will be presented, since these offer a situation in which high energy
densities are imparted to the target. High energy densities also occur for
cluster impact; the sputtering induced in this situation will be reviewed in
Sect. 5.2. In cases where a spike has been formed due to ion or cluster impact,
a crater may be produced at the surface, see Sect. 7.2. Finally, Sect. 10.2 re-
views simulation results on the sputtering of molecular and organic solids, in
which often – due to the low cohesive energy of the materials – a situation
of a high-energy-density zone will be produced.

5.1 Sputtering from Fast-Ion-Induced Tracks

Sputter emission from fast-ion-induced tracks in the electronic-stopping re-
gime, i.e., at energies, where the electronic stopping dominates the nuclear
stopping, was analysed using molecular dynamics in the last decade. These
tracks are produced by swift ions, typically fission fragments, which penetrate
on a straight line deep into the material and deliver energy mainly in the form
of electronic excitation. Close to the surface, the high energy deposition may
induce sputtering from these tracks. Molecular dynamics simulations usually
skip the details of how the electronic energy is converted into nuclear motion
and immediately assume the excitation energy to be imparted as random
kinetic energy of the atoms.

Often a model system has been chosen for simulation; it consists of a van-
der-Waals bonded material, described by a Lennard-Jones potential. The
initial excitation in the fast ion track is modelled as a cylindrical region
extending into the target which is filled with excitation energy. The processes
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occurring in the material after this initial energization are followed using
molecular dynamics.

An early paper by Fenyö et al. [102, 103] showed that molecular dynamics
simulation is able to analyze this process. Later Kafemann et al. [104] dis-
cussed the dependence of the sputtering yield on the radius of the cylindrical
excitation region and on the energy density in this region. They showed the
existence of two sputter regimes: A threshold or onset regime, in which the
sputtering yield depends highly nonlinearly on the excitation energy density,
and a higher-energy linear regime. In a series of papers, Bringa and Johnson
analysed this scenario in greater detail. The following results could be ob-
tained [105–108]: 1. A third regime was identified where at low densities of the
energetic excitation events the yield is linear due to the sparse distribution of
the excitations [109]. 2. The high-energy-density linear regime is connected
to the formation of a melt and the removal of energy by a pressure pulse. In
this regime the size of the yield increases with the initial radial extension of
the track and is determined by the removal of energy radially by the pressure
pulse and by the transport of energy from depth to the surface.

This analysis was later corroborated by comparison to fluid-dynamic cal-
culations [110–113]. These ascribe the linear dependence of the yield on the
excitation density by a competition of cooling of the cascade and mass ejec-
tion from the surface.

In [57] Bringa and Johnson analyse the Coulomb explosion of a cylindrical
ionisation track using molecular dynamics and compare it to sputtering by a
spike. They argue that Coulomb explosion and spike refer to the early and
late aspects of the ionisation track produced in a solid by a fast incident ion.

Beuve et al. [114] study two further aspects of fast-ion-induced sputtering
by including the dynamics of the electronic subsystem: 1. the energy transfer
from the electronic to the atomic system is assumed not to occur instan-
taneously but to take a period of time Δt. For Δt > 1 ps it is found that
the sputtering yield becomes strongly nonlinear as a function of the stopping
power. 2. The influence of a non-homogeneous spatial distribution of the
electronic excitations is modelled. It is shown that such a spatial distribution
also leads to a strongly non-linear dependence of the yield on the excitation
density.

5.2 Cluster Impact

In recent years, the consequences of energetic cluster impact on solids have
received increased attention. Thus, the consequences of bombarding surfaces
with clusters have been investigated by molecular dynamics for the purpose of
identifying the basic interaction mechanisms of clusters with solids [115–122],
and to model cluster deposition [123–126]. Besides sputtering, the induced
surface modification and defect formation [127,128], cluster ranges [129,130],
surface growth (thin-film deposition) [123, 126] and surface smoothing [131–
133] have been investigated.
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Early investigations of molecular dynamics simulations of sputtering in-
duced by cluster impact include [116, 134] and are reviewed in [94]. In terms
of sputtering physics, cluster impact, in particular for large cluster sizes, rep-
resents a clear-cut example for spike sputtering. Figure 3 gives an atomistic
view of the processes occurring in a crystal shortly after impact of a large
cluster.

5.2.1 Small Cluster Impact (n ≤ 3)

Lindenblatt et al. [135] performed a detailed study of Agn (n = 1, 2, 3) bom-
bardment of the Ag (111) surface at 2 keV/atom. Besides the total sputtering
yields, the cluster abundancies in the flux of sputtered particles were deter-
mined. For the case of Ag2 and Ag3 projectiles, a pronounced dependence of
the yields on the orientation of the projectiles could be observed. The authors
show that polyatomic projectiles produce colder sputtered clusters.

Medvedeva et al. [136] study similarly the sputtering of a Si (100) surface
by Aln and Aun clusters with 1.5 keV/atom incidence energy for sizes n = 1
and 2. This study emphasizes the role of an oblique incidence angle in produc-
ing high sputtering yields and enhanced probability for producing clusters.

Shapiro and Tombrello [137–139] study the sputtering of a Au (111) sur-
face with 100 keV/atom Aun ions (n = 1, 2, 3). They restrict their attention
to the first 3 ps after projectile impact and hence to the collision-cascade
phase and the earliest phase of the thermal spike; angular and energy distri-
butions of atoms sputtered during this time are discussed.

5.2.2 Larger Cluster Impact (n > 3)

Insepov and co-workers have published the results of a series of investigations
performed over the years [127,128,131,140–143]. They are interested in large
cluster impacts with sizes between several 10 and 104 atoms. While their main
interest is the modification of the target, also the results of sputtering have
been published. In [140] Insepov and Yamada study Arn cluster impact with
energies of between 10 and 100 eV/atom for sizes n = 55−200. They calculate
the sputtering yields of a Au and a Si target and show that cluster bombard-
ment induces sputtering of clusters more efficiently than atom bombardment.
In [128] these studies are extended to applications such as surface-smoothing
under cluster-beam irradiation, which is discussed in Sect. 5.2.3 below. In
these studies as well as in [131] also the angular distribution of sputtered
atoms is obtained which shows preferential ejection at rather oblique angles.
In [142] besides sputtering yields also the scaling of the crater depth with the
total cluster energy E for Arn impact on a Cu (100) surface is calculated and
shown to obey a E1/3 power law. In this study, the impact energies range
between 6.4 and 20 keV and the cluster sizes between 236 and 736 atoms.

Betz and Husinsky [144] examine Aln cluster impact on Cu (111) with en-
ergies between 0.1 and 30 eV/atom and cluster sizes between n = 60 and 1080.
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They study the transition between cluster deposition and surface erosion, and
emphasize the role of the local deposition ‘temperature’ on the eventual fate
(melting, mixing with the surface, evaporation, . . . ) of the cluster.

Sputtering of the Au (111) surface induced by Aun clusters (n = 1 − 12)
at fixed total energy of 16 keV is discussed by Colla et al. [145] and Colla and
Urbassek [146]. They obtain the following results:

1. Sputtering lasts a long time (> 8 ps) with the exception of monomer
bombardment.

2. Pronounced craters are formed as a rule on initially flat surfaces.
3. Large clusters are emitted late from the crater rim and contribute sub-

stantially to the sputtering.
4. Sputter-yield fluctuations – originating from varying cluster orientations

and impact points on the surface – decrease with increasing cluster size.

Colla and Urbassek [146] also study equi-velocity Aun (n = 1, 2, 4) clus-
ters at an energy E/n = 16 keV/atom. Salonen et al. [147] extend these stud-
ies to Aun cluster impact with n up to 65600 at a total energy of 25 keV.
They show that the cluster yield is more or less constant for cluster sizes
n = 2−7600, giving evidence that the total energy determines the sputtering
yield in this regime.

Yamaguchi and Gspann [148] study cluster impacts on the diamond (111)
surface; both Arn and (CO2)n clusters with a size of n ∼= 1000 are used. Total
impact energies between 10 and 100 keV are studied. Besides an analysis of
the temporal evolution of kinetic and potential energies and the temperatures
in the system, the dependence of the crater volumes on the bombarding
energy is analysed. Furthermore this study shows a considerable enhancement
of the sputtering by CO2 clusters with respect to those of an Ar cluster impact
and attribute it to chemical sputtering, i.e., the reactive enhancement of
surface erosion by C-O chemistry.

Simulation of fullerene bombardment and the induced sputtering has early
been attacked by molecular dynamics [149]. More recently, Postawa et al. [150]
compare the consequences of a C60 cluster impact and a Ga atom impact,
each with 15 keV (total) energy, on Ag (111). C60 bombardment leads to a
yield enhancement by a factor 16 and the yield of Ag3 is enhanced by a factor
of 35. The reason hereto is assigned to the fact that C60 deposits its energy
close to the surface, thus providing for an efficient means for sputtering.

Zhurkin and Kolesnikov [151] report on the sputtering of Al and Ni3Al
induced by Aln equi-velocity clusters with energies of 100 and 500 eV/atom
and sizes between n = 1 and 55. The authors discuss the dependence of the
sputtering yield on the cluster size, and also give data on the preferential
particle ejection from the compound target.
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5.2.3 Cluster-Induced Surface Smoothing

Sputtering by cluster bombardment has been used to reduce the atomistic
roughness of surfaces. This process, which has been termed ‘ion-beam pol-
ishing’or ‘ion-beam milling’ when performed with obliquely incident ions
bombarding a rotating target surface, has been found to proceed efficiently
when using clusters to smoothen the surface [131].

Moseler et al. [132] give a detailed explanation of the cluster-induced
smoothing process. Taking the typical case of a Cu2000 cluster at 5 eV/atom
impinging on a Cu (001) surface they show how, immediately after the im-
pact, a crater is produced by the enormous pressure of 80GPa at the contact
area between cluster and substrate. However, if the cluster impinges on an
inclined surface, the crater rim becomes asymmetric: the ‘uphill’ motion is
impeded, while in the ‘downhill direction’ the crater rim is free to develop. As
a result, a net atom transport downhill exists. Since one can consider such
an inclined surface as part of a rough surface, the net downhill atom mo-
tion serves to decrease the slope and hence the large-scale surface roughness.
The same paper shows that good quantitative agreement with corresponding
experiments exists.

[133] simulate the smoothing of a fractal rough surface by cluster impact
and show that its fractal dimension decreases. [131] study Arn impacts (n =
200 − 1000) on a Cu target at 20 eV/atom. They show that these cluster
impacts reduce surface roughness and propose that this is the effect of atoms
sputtered ‘sideways’ from the cluster, i.e., having a high lateral momentum.

6 Cluster Emission

In the flux of sputtered particles, as a rule not only atoms, but also clusters
are found. This applies in particular to the neutral species emitted. Thus in
many experiments performed by keV bombardment of metals, a fraction of
some 10% of the sputtered atoms are bound as dimers; therefore quite a large
body of information on sputtered dimers has been assembled in the past, and
has been reviewed in [152].

The question of how dimers are emitted and what their fraction in the
flux of sputtered particles is, has been investigated in several molecular
dynamics simulations [23, 153–155]. The results have mostly been inter-
preted by comparison to the recombination model of cluster formation of
Können et al. [156, 157].

Shapiro and Tombrello [154] study 5 keV Ar impact on Cu (100). They
find three main mechanisms for dimer ejection: direct ejection of intact
dimers, recombination of two atoms close to the surface (this mechanism has
been proposed by Können et al. [156, 157]), and so-called ‘push-stick’ events,
in which a cascade atom colliding with a surface atom is ejected together
with it in a bound state [158]. At smaller bombarding energies, 300 eV Ar →
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Fig. 4. Distribution of the ‘distance of origin’ of sputtered dimers: probability that
the two atoms contained in a sputtered dimer were at a distance rn in the solid
before emission. Molecular dynamics results [30] for Cu2 dimers sputtered by 1 keV
Ar ions from a Cu target

Cu (100) bombardment, Karetta and Urbassek [153] find that the majority
of sputtered dimers originate from second-nearest neighbour sites, while at
higher bombarding energies, above around 1 keV, the majority of dimers stem
from nearest-neighbour sites [23, 159]. Figure 4 displays detailed molecular
dynamics data of the distribution of the distance that the two atoms con-
tained in the dimer initially had in the target (‘distance of origin’). For the
specific case of 1 keV Ar → Cu bombardment simulated, some 70% of the
dimers were nearest or second-nearest neighbours in the solid, and have thus
been tightly bound to each other before emission. We note that in this simu-
lation the attractive potential extended out to 6.2 Å (5th-nearest-neighbour
shell).

Gades and Urbassek [155] correlate the dimer sputtering yield Y2 with
the number of sputtered atom pairs, Npairs = Y (Y − 1)/2, where Y is the
total sputtering yield:

Y2 = pcluNpairs . (5)

Here, the coefficient of proportionality pclu denotes the clustering probability.
It assumes a value of around pclu = 0.03 − 0.04 in simulations of 1 keV Cu
bombardment of Cu and model Cu alloys. Gnaser [47] applies these ideas to
experimental data of 1 keV Ar → Cu bombardment and finds his data to be
well described by pclu = 0.06, a value comparable to those of the simulations.

A particularly fascinating feature of the sputter phenomenon is that quite
large clusters may be emitted. Thus, in experiments of 15 keV Xe bombard-
ment of Ag, Ag clusters up to Ag60 have been found [160]; and for the same
projectiles bombarding In, even In200 has been detected [161]. In these and in
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earlier experiments it could be shown that the cluster abundance distribution
follows a power-law decay,

Yn ∝ n−α , (6)

and that the exponent α decreases with increasing total sputtering yield. For
keV bombardment of Ag, α varies from 8 to 4 [160], for an In target it even
reaches the value of 2 [161]; α = 2 has also been found by rare-gas-ion bob-
mardment of Au with 400−500 keV energy, where clusters Aun with n > 500
were detected [162]. A transparent theoretical argument for the origin of the
power law (6) is still missing. We note, however, that phenomenological mod-
els exist which predict power-law cluster-abundance distributions (6); these
are the shock-wave model (α = 2) [163] and the thermodynamic-equilibrium
model (α = 7/3) [164].

Wucher and Garrison [165] study sputtering of Ag by up to 5 keV Ar im-
pact. At their highest bombarding energy, the power exponent α reaches
a value of 5.3. Good quantitative agreement with experimental data of
sputtered-cluster abundance distributions is observed; the authors attribute
this fact to the use of a realistic Ag potential [18, 19].

Hartman et al. [166,167] study cluster emission induced by sputtering of a
liquid In-Ga sample by 3 keV Ar impact. The authors investigate the depen-
dence of the cluster yield on the total sputtering yield of the individual ion
impact and show a strong positive correlation in the sense that large clusters
originate preferably from large-yield events. The power exponent α = 8.1 is,
however, based only on clusters containing at most 4 atoms. The authors re-
late their simulation results to a (generalized) recombination model of cluster
formation in the spirit of Können et al. [156, 157].

In Colla et al. [168], simulations of three groups are combined to model
the sputtering of a Cu (111) crystal by 5 keV Ar impact and to compare the
simulation results to experimental data. Their results exemplify the power-
law decay of the cluster-abundance distribution, (6), as shown in Fig. 5.
The authors show that large clusters are emitted late after ion impact and
originate from ‘hot spots’, i.e., surface regions with a temperature around
or above the melting temperature of copper. A clear correlation of large-
cluster emission with the individual sputtering yield could be found such that
ion impact events leading to abundant sputtering give also rise to abundant
cluster formation.

Muramoto et al. [169] study the cluster formation due to impact of Cun

clusters on a Cu (111) surface for a cluster energy of 100 eV/atom and for
cluster sizes n between 6 and 55. They find the abundance distribution of
sputtered clusters to be described by a power law, (6), with an exponent α
that decreases with the incident cluster size, and hence with the total sput-
tering yield. For large sputtering yields α is found to saturate at a value of
around 3.

Colla et al. [145,146] showed that the formation of large clusters (droplets)
originating from cluster impact on Au surfaces is connected to the formation
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Fig. 5. Abundance distribution of sputtered clusters Yn vs number of atoms con-
tained in the cluster, n. Symbols: Results from molecular dynamics simulations of
5 keV Ar impact on a Cu (111) surface; fragmentation of metastable clusters after
emission has been taken into account. Line: power-law decay, (6), with α = 4.5.
Data taken from [168]

of a crater in these events. Large clusters originate from the crater rims; they
are emitted comparatively late after ion impact (≥ 10 ps). At this time, the
rims are still molten, since they have only poor thermal contact to the bulk
of the material. Furthermore, due to the high pressure which initially started
the ‘micro-explosion’ that gave rise to crater formation, the crater rims still
contain an outward-directed momentum. It is the balance between the kinetic
energy in this outward-directed motion and the potential energy of surface
tension that determines whether some part of the crater rim finally is emitted
as a large droplet or remains bound to the surface. Figure 6 gives an example
of the formation of large clusters late in the sputter process.

As molecular-dynamics simulations show, sputtered clusters as a rule con-
tain a high amount of internal energy. As a consequence, many of them fragent
very quickly, on a time scale of 1 ps to several 100 ps, depending on the inter-
nal excitation; clusters with an internal excitation just above the dissociation
threshold can even live much longer, and can be detected experimentally as
metastable clusters on a μs time scale [152]. By calculating the fragmentation
process with molecular dynamics, the distribution of stable clusters could be
determined. These results were then extrapolated towards larger clusters by a
special MC routine built as a post-processor of the molecular-dynamics data;
the MC routine incorporates cluster fragmentation via the RRK transition-
state theory of unimolecular decay. The result of this simulation shows an
astonishingly good overall agreement with the measured data.

Wucher et al. [170] compare experimentally measured and simulated data
on the internal energy distributions and fragmentation rate constants of sput-
tered Fen

+ clusters. To this end, the dynamics of the sputtered clusters is
followed by molecular-dynamic simulations until 1 ns; the experimental data
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Fig. 6. Perspective view of a Au crystal 8.8 ps after perpendicular impact of
a Au4 cluster with 16 keV total energy on its (111) surface. Color denotes local
‘temperature’; the green zone corresponds to the melting temperature, the red zone
has reached double this temperature. Data taken from [145]

give information on the time scale of 1 ns and above. The authors obtain fair
agreement between measured and simulated internal energies of clusters with
sizes between n = 2 and 10. The measured internal energies are systemati-
cally smaller than the simulated data; the deviation increases with increasing
cluster size n and reaches a value of about 50% for n = 10. This deviation is
discussed to be due to further ongoing evaporation and fragmentation pro-
cesses occurring in the sputtered clusters after the end of the simulation time,
1 ns. The authors derive information on the fragmentation rates from their
data and the comparison between simulation and experiment.

Another feature which has already been studied in some detail by molec-
ular dynamics in the past was molecule sputtering; i.e., the emission of pre-
formed molecules from the surface. Sputtering of adsorbed molecules and
their fragmentation were investigated in [171, 172].

7 Surface Topography Formation

The energy deposited by the irradiating particle close to the surface leads,
besides sputtering, to the formation of a variety of surface defects: isolated
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adatoms and surface vacancies, and their clustered analogues, i.e., adatom
islands and surface-vacancy islands. In extreme cases considerable craters
may be created, with adjacent crater rims consisting of piled-up adatoms.

7.1 Surface Vacancy and Adatom Production

These phenomena are directly related, and relevant, to the sputtering process:
1. Adatoms may be viewed as atoms which have attempted to be ejected from
the surface, but have not succeeded since their kinetic energy was too small
with respect to the surface binding energy. 2. Due to the formation of surface
topography, the next impinging ion will encounter an altered surface, and
hence the sputtering behaviour may be changed.

The creation of adatoms on a surface induced by keV-atom impact has
first been observed by Harrison and Webb in molecular-dynamics simula-
tions [12, 173, 174].

Ghaly et al. [175] present an extended study of surface damage produced
by 5− 20 keV self-ion bombardment in several metals and germanium. They
identify three separate mechanisms:

1. ballistic damage created in the linear collision cascade
2. viscous flow due to local melting and the forced flow of liquid to the

surface
3. micro-explosions induced by the high pressure in the cascade which lead

to rupturing the nearby surface.

Gades and Urbassek [176] investigated the formation of adatoms on the
Pt (111) surface, induced by the impact of rare-gas atoms with energies below
3 keV. For not too small bombarding energies, > 200 eV, they found for the
ratio of the adatom yield Ya to the sputtering yield Ys:

Ya/Ys
∼= 4 , (7)

in agreement with a simple model derived from analytical sputter the-
ory [176]. This ratio is quite independent of the projectile species. For lower
bombarding energies, the number of adatoms formed increases strongly with
respect to the sputtering yield, cf. Fig. 7.

In later work, Busse et al. [177] investigated adatom production on the
Al (111) surface and compared to experimental measurements. Excessive
adatom production was found which leads to an experimentally observable
irradiation-induced growth instead of the expected erosion for keV Xe im-
pact. In contrast to the Pt (111) surface, the low melting temperature of alu-
minium emphasises the role of the molten zone induced by the ion impact.
Rapid resolidification leaves amorphous parts in the bulk, thus separating
surface adatoms from the bulk vacancies and inducing swelling.
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Fig. 7. Ratio of the yield of adatoms, Ya, to the sputtering yield Y for Xe ion
bombardment of a Pt (111) surface. Open symbols: molecular-dynamics simulation.
Full symbols: experimental data. Lines to guide the eye. Data taken from [176]

Fig. 8. Perspective view of the crater formed in a Au (111) crystal 40 ps after
bombardment with a 64 keV Au4 cluster. Color denotes height above the surface.
Data taken from [146]

7.2 Crater Production

Ion bombardment may lead to individual craters at the surface. This phenom-
enon is quite ubiquitous in cases where a strong thermal spike is formed [178].
In [179], as well as in [180] and also earlier in [181], cratering induced by ions
and small clusters is connected to cratering processes induced by hyperveloc-
ity projectiles, such as cosmic dust particle or meteorites. Figure 8 presents
a view of a crater formed by the sputter process.
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Aderjan and Urbassek [179] discussed crater formation by Cun clusters
(n = 13, 43) impinging with total energies between 5 and 20 keV on a Cu (100)
surface. They find craters to be formed above the threshold bombarding
energy of around 5 keV. Then the crater volume increases linearly with the
bombarding energy. By artificially varying the cohesive energy of their target,
they find that the crater volume scales inversely proportional to the square
of the target cohesive energy.

Nordlund et al. [182] re-investigate the dependence of the size of ion-
induced craters on the materials properties of the target. For this end, they
change parameters of the target-target atom interaction potential. In this way
they show that the crater size scales inversely proportional to the cohesive
energy and to the melting temperature of the material.

Bringa et al. [178] studied this phenomenon by considering Xe impacts
on Au for energies between 0.4 and 100 keV. They find that in a low-energy
regime (< 10 keV), the mechanism can be understood by considering the high
energy density deposited by the projectile in the vicinity of the surface. They
argue that at high impact energies (> 50 keV), the formation of craters can
be attributed to the long lifetime of the induced heat spike.

Nordlund et al. [183] identify various macroscopic features connected to
crater production by < 100 keV atom and cluster impact on heavy metals
(Ag and Au). Similarly as in experiment [184, 185], they find the craters
produced to be often of a highly asymmetric form, accompanied by adatom
ridges extending far from the crater itself. The origin of these structures is
reported to lie in atomic ‘fingers’ and ‘bridges’, which exist above the crater
structure; these structures are propelled onto the surface, resulting in the
features observed.

Bringa et al. investigate crater formation by fast-ion impact in the elec-
tronic stopping regime [186,187]. They find the threshold for crater formation
to occur when the excitation density in the ion track approaches the cohesive
energy density; indexcohesive energy a crater rim is formed at about 6 times
that energy density. The crater length scales roughly as the square root of
the electronic stopping power, and the crater width and depth seem to satu-
rate for the largest energy densities considered. They also find the crater to
be much larger than expected from the sputtering yield, and argue therefore
that the crater size cannot easily be used to estimate the sputtering yield.

8 Effects of Surface Topography on Sputtering

In molecular-dynamics computer simulation, as a rule, sputtering onto a flat
surface is considered. However, in experiment the surface is usually rough.
Various forms of surface topography can be found on real surfaces: Atomic-
scale roughness, surface steps, larger-scale structures like ripples etc.

The sputtering of surfaces with a large-scale topography, such as ripples,
can be easily described, as long as the spatial extent of the collision cascade
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is small compared to the curvature radius of the surface structure. Then, the
main influence of the surface topography is to alter the incidence angle of the
bombarding ion with respect to the local surface normal. In principle, also
the surface curvature may influence the sputtering yield. The incorporation
of such effects is well possible within analytical sputter theory [188, 189] and
does not require modelling on a molecular-dynamics basis. Note, however, the
study by Moseler et al. [132] discussed in Sect. 5.2.3 on surface smoothing of
a rippled surface by cluster beams.

Atomistically rough surfaces, on the other hand, are well suited for a study
by molecular-dynamics simulation. In one particular study [190], a Pt (111)
surface was randomly covered with a definite coverage Θ of adatoms. Only
a small effect, of the order of 10%, on the sputtering yield was observed.
This is reassuring in view of the fact that sputter theory employs a mean,
site-independent value for the surface binding. In an earlier simulation [191],
analogous results were obtained for pair-potential interaction and a surface
covered with half a monolayer of adatoms.

The formation of surface topographical structures may affect the sputter-
ing behavior of the surface. In craters, for instance, redeposition will act to
lower the sputtering yield. Due to the general dependence of the sputtering
yield on the incidence angle of the bombarding ion, any large-scale (i.e., on
the length of a cascade dimension) surface structure will change the incidence
angle of the bombarding ion with respect to the local surface normal. Calcu-
lations of the consequences of this feature on surface topography formation
have been performed [188, 189], but not on a molecular-dynamics basis.

In the case of covalent materials with their directional bonding, the effect
of surface topography may be considerably stronger. A detailed study of the
effect of 225 eV Xe bombardment on the surface topography evolution of
Si(111) and the influence of this topography on the sputtering mechanism
has been performed in [192]; the results were shown to be consistent with the
layer-by-layer sputter mode found in experiment [193].

8.1 Effect of Surface Steps on Sputtering

A basic irregularity occurring on crystalline surfaces are steps. These occur
necessarily in a quite regular fashion on vicinal surfaces, i.e., surfaces that
are cut under a small angle towards a low-indexed surface. Furthermore,
steps form the boundary between adatom islands or vacancy islands on an
otherwise flat terrace. Thus steps form an essential structure occurring on
realistic surfaces.

With the advent of high-resolution surface-topography measurement tech-
niques, such as in particular the scanning tunnelling microscope, the ion-
induced damage on a surface can be directly observed. Using low fluences,
the damage induced by individual ions can be observed experimentally. In-
cluding experimental knowledge on the diffusion behaviour of defects, such
measurements also allow to deduce the individual sputtering yield from such
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measurements. Thus, recently, molecular-dynamics investigations of sputter-
ing of ions interacting with surface steps have been reported.

Early work on the application of molecular-dynamics simulation on stepped
surfaces was concerned with ion-induced defect formation and interlayer mo-
bility close to steps. Thus Mazzone [194] studied the effects of a primary
knock-on atom (PKA) with energies below 10 eV in the vicinity of a step
on a Si (100) surface, where the possiblilty of sputtering is also explored.
In [195] this study is extended to low-energy (5 − 30 eV) irradiation by Ar
and B atoms, where the effect of a step on the implantation and reflection
probability is investigated. Jacobsen et al. [196] use molecular-dynamics sim-
ulation to study the energetic beam deposition of Ag → Ag (111), and Pt →
Pt (111), for incoming energies up to 35 eV. They inquire in particular into
the dependence of the impact-induced interlayer mobility as a function of the
impact distance to a step on the surface.

Shapiro and Tombrello [197] study the impact of 5 keV Ar → Cu (111)
surface in the vicinity of a step and compare to the values for a flat terrace.
These authors restrict their bombarding angle to polar angles θ < 50◦ with
respect to the surface normal. Around the surface normal, θ < 30◦, a slight
reduction in the sputtering yield is found, while for θ > 30◦, the sputtering
yield exceeds that of a flat terrace.

Friedrich and Urbassek [198] study more oblique and even glancing inci-
dence angles for 5 keV Xe impact on a stepped Pt (111) surface. The sput-
tering yield shows a maximum around θ = 60◦ similar to ion impact on
a flat (111) terrace; the influence of the existence of a step on the surface
on the sputtering yield is in the 20% range. For more glancing incidence,
however, the presence of a step increases the sputtering yield dramatically.
Thus, e.g., for 80◦ incidence angle, the sputtering yield from a flat terrace is
0 while it amounts to 20 if the ion impinges in the vicinity of a step. In the
molecular-dynamics simulation, the influence of the exact ion impact point
in the vicinity of the step could be explored. It was shown that the effect is
maximum if the ion impinges on the lower terrace in front of the step with
a direction towards the step, and the range of influence of the step on the
yield could be determined and rationalized by a simple geometrical model.
Figure 9a exemplifies the considerable sputtering induced by 5 keV Ar impact
on a terraced Pt (111) surface at 83◦ incidence towards the surface normal.
Note that for this impact angle, on a flat terrace the sputtering yield is al-
most zero. In a recent publication [199] such molecular-dynamics simulation
data could be used to interprete experimental data on the fluence depen-
dence of sputtering of Pt (111), where with increasing fluence the number of
islands, and thus the effective step length, changes and influences the sput-
tering yield. Figure 9b exemplifies the change in surface topography induced
by glancing-incidence keV-ion impact in the vicinity of a surface step.

Karolewski [200] studies 3 keV glancing Ar ion incidence on a stepped
Cu (100) surface and shows that sputtered atoms originate preferentially
from the vicinity of the steps.
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Fig. 9. Sputtering of a terraced Pt (111) surface induced by a 5 keV Ar ion. The
ion impinges at an angle of θ0 = 83◦ towards the surface normal onto the lower
terrace from the left in the direction of the ascending step. a) Perspective view at
2.5 ps after impact. Color denotes local ‘temperature’; the red zone corresponds to
the melting temperature. b) Top view of the damaged surface at 20 ps after impact.
Color denotes height above the surface
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9 Fluence Dependence of Sputtering

Solids change during the irradiation with energetic projectiles. This has sev-
eral reasons:

1. Erosion (sputtering) changes the surface topography; thus surfaces may
become atomically rough. They may also develop surface topography such
as craters with adatom rims, or surface vacancy and adatom islands. After
higher fluences, also mesoscopic structures may be formed such as ripples
or nano-dots.

2. Furthermore, in the case of non-selfbombardment, the incorporation of
the bombarding atoms into the surface will change the surface composi-
tion, and hence the sputtering behaviour.

3. In the case of a non-elemental target, further composition changes are
brought about by preferential sputtering effects.

The molecular-dynamic simulation of fluence effects on sputtering is pri-
marily hampered by the different time scales which enter this problem. While
individual ion-induced processes, and hence sputtering, occur after 100 ps at
most after ion impact, the advent of the next ion impinging on the same rele-
vant surface area (10−100 nm2, say) will occur after microseconds or seconds,
depending on the ion current density. Finally, the entire sputter experiment
may take minutes or hours until completion. Clearly such time scales are
completely inaccessible to a molecular-dynamics treatment. Several hybrid
approaches, combining molecular-dynamics techniques to describe the indi-
vidual ion-induced phenomena with (kinetic) Monte Carlo simulations for
assessing the phenomena occurring in between the individual ion impacts,
have been devised, in particular in the areas of energetic beam deposition
and thin-film growth processes [196, 201, 202].

However, several investigations on the fluence dependence of sputtering
have also appeared which are purely based on molecular dynamics. This
means that the activity of all processes occurring in between the individ-
ual ion impacts has been neglected. This approach thus describes the zero-
temperature limit of dynamic sputtering: The substrate temperature must
be so small that any atom migration is suppressed, at least at and in the
vicinity of the surface.

Si (100) amorphisation under Ar bombardment was investigated by
Marqués et al. [26, 203, 204] and by Haddeman and Thijsse [205]. Zhong
et al. [206] investigated the ion-beam-induced smoothing of metal surfaces
by 40 keV Xe ion impact. Hanson et al. [207] present a study of selfsputter-
ing of nickel and aluminium (111) surfaces by low-energy projectiles. Peltolta
et al. [208] study the fluence dependence of range profiles in Si. Most recently,
Karolewski [209] investigates the sputtering of a Cu (100) crystallite surface
by 2 keV copper ions up to a fluence of 1.25×1014 cm−2. He finds a broaden-
ing of the angular distribution and a rapid increase of the depth of origin of
sputtered atoms. Both effects originate from the surface roughening induced



216 Herbert M. Urbassek

by sputtering on the copper surface. Other sputtered-particle properties such
as the sputtering yield, and the sputtered-atom energy distribution, are quite
insensitive to fluence.

10 Sputtering of Molecular and Organic Solids

The understanding of sputtering of molecular solids is of importance in a
variety of applications ranging from SIMS of organic materials to desorption
processes in matrix isolation spectroscopy. Also the sputtering of ice-covered
surfaces, such as the moons in the outer solar system, comets or particles
constituting the rings of the giant planets, provide motivation for studying
ion-induced processes and sputtering in molecular solids. The simulation of
these processes with molecular dynamics requires – besides the knowledge of
the role that target electrons, which may become excited during ion bom-
bardment, play for the ensuing processes – an understanding of the inter-
atomic and intermolecular interaction potentials in these solids. Since in the
last decade the description of these potentials has matured, more and more
computer simulations of these systems have been performed.

10.1 Diatomic and Small Anorganic Molecular Solids

Diatomic molecular solids like O2 and N2 have been investigated in a variety
of studies. Here simulations have been performed using site-site potentials in
which each atom interacts with the other atoms in neighbouring molecules
via a pair potential (typically the Lennard-Jones potential), while the intra-
molecular interaction is simulated by a Morse potential. This allows for vi-
brational and rotational excitation of the molecules and also dissociation. Re-
combination of dissociated atoms and further reactions have generally been
excluded from consideration.

In an early study, Kafemann and Urbassek [210] investigated the sput-
tering of a condensed N2 sample by 100 eV N atom impact. The temporal
evolution of the heat spike in the sample, and of the sputtering, are investi-
gated and data for the kinetic energy distribution of sputtered molecules as
well as the partitioning of the sputtered energy into translational, rotational
and vibrational energy are given in this case study.

The sputtering of other inorganic solids or ices has been studied only
rarely using molecular dynamics. An exception is [211] where water ice has
been modelled induced by O+ ions at energies between 23 and 115 eV. Energy
and angular distributions of ejected H2O molecules are described and the
emission of (H2O)n clusters is reported.

Several simulations were performed that mainly aimed at understanding
the electronic sputtering of molecular solids, induced by MeV light ions [106,
109, 212]. Vibrational and rotational excitation as well as dissociation were
studied, and the dependence of the sputtering yield on the energy deposited
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by the fast projectile in the ion track were investigated. In earlier studies, the
vibrational to translational coupling of diatomic molecular model crystals
was investigated [32, 213–216], where a reduced intramolecular well depth
was employed to enhance the coupling.

10.2 Sputtering of Organic Solids

The sputtering of solids – or overlayer films – consisting of organic molecules,
e.g., hydrocarbons, polymers, or more complex organic materials – has at-
tracted considerable interest in the recent past, in particular due to applica-
tions in organic SIMS. Several reviews have been dedicated to the molecular-
dynamic simulation of these events [217, 218].

Very early studies modelled organic molecules as single entities, in the
sense of (soft) spheres and a simple intermolecular interaction potential [102].
While these early studies do not allow for molecule fragmentation and not
even for internal excitation, the breathing sphere approach – which has been
extensively used for studying laser ablation of organic films [219,220] – aims at
including internal excitation via one internal degree of freedom, the breathing
mode. Clearly, energetic atom irradiation may create more extensive internal
excitation, and molecule fragmentation and dissociation, such that more re-
fined interaction potentials need to be used to model the internal degrees of
freedom. Ideally they also allow for the inclusion of reaction processes of the
radicals created by ion bombardment. This has become possible through the
invention of sophisticated classical interaction potentials of which we mention
the hydrocarbon potential developed by Brenner [221,222] and the AIREBO
potential by Stuart and Harrison [223]. This potential allows to improve the
inter-molecular interaction while still maintaining the reactive nature of the
potential. The latter potential has been used recently in [224,225] for studying
the sputtering of benzene molecular crystals and multilayer films adsorbed
on Ag (111) by 0.3 keV Xe and 4 keV Ar projectiles, respectively.

The following features in the sputtering of organic solids were demon-
strated in the simulations:

– Formation of fragments.
– Reactions between fragments (radical-radical recombinations).
– Molecule emission by a collective mechanism called ‘molecule liftoff’

[217].
– Individual high-yield events have been reported and analyzed [226].
– Quantitative results on energy and angular distributions, e.g., for benzene

molecules desorbed from the surface of a Ag (111) surface, have been
reported [227].

10.3 Sputtering of Polymers

These simulations have also been extended to study the sputtering of poly-
mers. The work of Beardmore and Smith on the ion bombardment of



218 Herbert M. Urbassek

polyethylene [228] gives an early example. More recently, Delcorte and co-
workers [229] reported on simulations of the particle-induced fragmentation
and sputtering of a 7.5 kDalton organic sample based on a polystyrene coil
adsorbed on Ag (111). Using the AIREBO potential, the emission of recom-
bined and rearranged fragments is reported, the existence of long-lived vibra-
tion excitations is demonstrated and delayed emission via vibration-induced
bond scission is observed.

11 Chemical Effects

While chemical effects, i.e., reactions, may play some role in any bombard-
ment of a non-elemental solid in which the two species present are not com-
pletely chemically inert, and in particular in the bombardment of molecular
and organic samples, the term ‘chemical sputtering’ implies that the chem-
istry induced in the sample by the irradiation, and in particular by reactions
between the projectile and target atoms, contributes by itself significantly
to the sputter process. Chemical effects can only be modelled if potentials
are available which include the chemistry at least in a qualitative way [230].
A prominent example of such a potential is the so-called Brenner poten-
tial [221, 222], an example of the class of bond-order potentials [231], which
has been found to describe well the chemistry of hydrocarbons.

Nordlund et al. [232–234] describe the low-energy (< 100 eV) sputtering
of an amorphous hydrogenated carbon (a-C:H) target by H atoms. By us-
ing the Brenner potential [221, 222], they allow for the inclusion of reactions
in the simulation. Erosion yields far exceeding those expected for a physical
sputtering process are observed in the simulation. This is attributed to a pro-
cess termed ‘swift chemical sputtering’ by a C-C bond-breaking mechanism
induced by the swift H ions.

The sputtering or reactive ion beam etching (RIBE) of Si by F and Cl has
been investigated by Garrison and co-workers [235, 236] and by Feil [237];
these studies became possible after the availability of potentials for thermal
surface reactions – such as the thermal etching of a Si surface by F atoms –
was demonstrated [238]. The system studied was 200 eV Ar bombardment of
Si in a Cl atmosphere. The simulations were used to interprete the synergetics
of chemical sputtering, and the emission mechanisms of low-energy reaction
products. In other work, the sputtering of a H-terminated Si-surface by low-
energy ion irradiation was studied [239].

A possible pathway for Si etching was demonstrated to be the breaking of
a Si-Si bond by an incoming F atom. Barone and Graves [240, 241] modelled
Si sputtering by F or Cl atoms with energies between 10 and 50 eV, and also
the sputtering of fluorinated Si samples by low-energy Ar atoms [242]. The
potentials used are based on the Stillinger-Weber potential [243]. These au-
thors also performed ‘high fluence’ simulations, in which the transformation
of the original Si to a SiClx layer was observed. Cl incorporation, Si etching
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and the resulting surface roughness are reported. These simulations were ex-
tended by Abrams and Graves [244] to Si etching by energetic (100 eV) CF3

+

bombardment.
Chiba et al. [245] study low-energy (< 30 eV) F etching of Si and em-

phasize the effect of the substrate temperature and the ion incidence angle.
Aoki et al. [246] extend these studies to etching of Si by F cluster impact with
clusters containing up to 6000 atoms.

12 Conclusions

The strength of the molecular-dynamics method is based on the simple phys-
ical picture behind it – the solution of Newton’s equations of motion – and
the small number of physical input required: The interatomic interaction po-
tential, and (when appropriate) the coupling of the atoms to the electrons. In
this sense, it is simple to judge whether a given application has been modelled
adequately by a simulation.

In the actual implementation, besides these questions a number of more
technical (or numerical) issues need be solved: System size and the connected
question of the boundary conditions of the simulation cell, the duration of the
simulation, and the question of sufficient statistics – usually the answer to a
physical question is the average over many simulations in which the initial
conditions are slightly varied.

Often molecular-dynamics simulations are undertaken in order to obtain
insight on mechanisms at work in sputtering, to obtain a qualitative pic-
ture of the event, and to study exemplary cases. Here, the benefit of this
atomistic simulation method to lend itself easily to visualization is often ex-
ploited. Nowadays the production of animated video sequences has become
routine and helps to convey insight into the dynamics of the sputter pro-
cesses investigated. However, in several of the research results presented in
this chapter, it became also apparent that molecular-dynamics simulation is
in selected research issues equally well suited to provide systematic infor-
mation and quantitative results. Such studies include those on preferential
sputtering of isotope systems, sputtering by cluster impact, or the influence
of surface topography on the sputtering yield.

The research fields in which molecular dynamics is best applied are those,
where simpler or faster methods, such as analytical theory, Monte-Carlo and
BCA simulation, fail or where their assumptions need to be controlled. These
include issues,

1. where many-body interactions are essential, such as sputtering from high-
energy-density zones (spikes) or sputtering by cluster impact;

2. which are controlled by collective motion, such as cluster emission, the
formation of surface topography and, in particular, craters;
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3. where the bonding situation is complex, such as in molecular and organic
targets, in compounds, in chemical sputtering and also for rough surfaces.

However, this method will also be used at advantage in those areas where
the assumptions entering other simulation procedures or analytical theory
need to be controlled by a more realistic simulation. This includes the areas
of isotope sputtering, the effect of surface topography on sputtering, and the
fluence dependence of sputtering.
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