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Abstract 
A review is given on the method of molecular-dynamics computer simulation, and on the results obtained on the physics 

of sputtering. On the methodological side, the physical input (such as the interatomic potentials, coupling to the electronic 
system), the reliability, and computer time requirements of simulations are discussed. Molecular-dynamics results obtained 
after 1992, the time of the last review, are presented. Those results are emphasized, which are difficult to be obtained by 
other theoretical or computational means: sputtering from high-energy-density zones (spikes), cluster emission, formation 
of surface topography and their influence on sputtering, and chemical effects. 

1. Introduction 

Sputtering is defined [ l-41 as the emission of (neutral 
or charged) atoms due to the bombardment of a surface by 
a single projectile; usually the projectile is an ion, but as 
well atoms and clusters may be employed. Note that this 
definition excludes more general erosion phenomena such 
as beam induced evaporation, which cannot be attributed to 
a single ion. However, in the case of laser irradiation, some- 
times the term laser sputtering is used [ 51, even though the 
quantum yield (desorbed atoms/photon) may be a highly 
non-linear function of the laser intensity (number of pho- 
tons). In this review, 1 will concentrate on atom or cluster 
induced sputtering. 

The theoretical understanding of the sputter phenomenon 
is quite mature. While molecular-dynamics computer simu- 
lations were performed very early in the field of atom solid 
interaction [ 61, the main progress in understanding of the 
sputter phenomenon came through analytical theory [ 71. It 
identified the physical mechanism by which sputtering pro- 
ceeds in the majority of cases: the linear collision cascade, 
in which the energy and the momentum of the impinging 
projectile ion is distributed among (primary knock-on) tar- 
get atoms, and from these further on to secondary recoils, 
until a near-surface target atom, which has received a suffi- 
ciently high outward-directed momentum, is sputtered from 
the surface. Soon then computer simulation schemes were 
established, to give a more detailed atomistic picture of the 
collision cascade. They were based on the binary-collision 
approximation (BCA) , by which every moving atom only 
collides with one target atom at a time. With the further as- 
sumption that moving atoms only collide with target atoms 
at rest, such codes efficiently implement the idea of a lin- 
ear collision cascade on the atomic level. While target crys- 

tallinity can well be included - here MARLOWE is a promi- 
nent example [8] - a further speed-up can be obtained, 
when the target is considered as structureless (amorphous or 
polyctystalline) ; such codes have been named Monte Carlo 
(MC) codes, and here TRIM is a well-known example [ 91. 
A recent review of computer simulation in ion-solid inter- 
action is given in Ref. [ lo]. 

These BCA and MC codes thus have a fairly well defined 
physical picture behind them; since they are quite fast, they 
have been frequently employed, and often give a very good 
representation of experimental results. However, there are 
two drawbacks. First, these codes need a number of simula- 
tion parameters - such as the surface- or bulk-binding energy 
- the values of which are sometimes unclear and have to be 
fitted to experimental data; this may present in fact a consid- 
erable problem in particular in the case of compound sput- 
tering. This situation is unsatisfactory from a fundamental 
point of view, as long as these parameters are not understood 
from the attractive part of the interatomic potential. Sec- 
ond, there are sputter phenomena outside the linear-cascade 
regime: sputtering may occur from zones of high-energy 
density (spikes), where moving atoms interact with other 
moving atoms, and the concept of the linear cascade breaks 
down. Another example is the sputtering of (large) clusters, 
where the effect of interatomic attractive forces is crucial 
for describing cluster formation and survival. Also chemi- 
cal effects in sputtering, such as in ion-beam etching or in 
compound sputtering, can be modelled in BCA or MC codes 
only via the introduction of ad hoc parameters. Fig. 1 gives 
an example of the application of the molecular-dynamics 
method to sputtering, showing on an atomistic scale the dra- 
matic processes which occur in an ion-bombarded target at 
the surface, and the resulting sputtering (cf. Section 3.2). 

The technique of molecular-dynamics simulation is able 
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to deal with all kinds of sputter phenomena, as long as the in- 
teratomic interaction forces are realistically modeled. Intro- 

duced in the 60s molecular-dynamics simulations have be- 
come more and more widespread recently due to the progress 
in available computer power. From the knowledge of the in- 

teratomic forces, the motion of the projectile and of a suffi- 
ciently large number of target atoms can be calculated. The 

spike regime is not any more difficult to simulate than the 
linear sputter regime. Cluster emission, or any other effect 
which depends on the details of the interatomic attraction, 

is easily calculated, as soon as a potential is available which 
describes the attraction in the solid, at the surface, and in 
the cluster equally well. With the advent of potentials that 
incorporate chemical bonding effects, chemical effects in 
sputtering could be simulated. 

The availability of realistic interatomic potentials and of 

sufficient computer power are the main factors which re- 

strict the applicability of molecular dynamics. In detail, how- 
ever, a number of other considerations enter which limit the 

trustworthiness and reliability of molecular-dynamics sim- 
ulations. Their enumeration and discussion will constitute 
the main contents of Section 2. A number of results on the 

subject of sputtering will be presented in Section 3, where 

attention is focused on those issues where no other theoret- 
ical technique can easily compete with this method: spikes, 

cluster emission, surface topography and chemistry. 
This review hence aims at expressing all the caveats 

which need to be considered in order to perform reliable 

calculations. and to delineate those areas of research, where 
molecular-dynamics simulation can be considered to be 
leading the theoretical progress, or at least has contributed 
its part to the understanding of sputter phenomena. Since 
the last reviews on the field of computer simulation in- 
cluding molecular dynamics in sputtering are found in 
Refs. [ IO-141, and cover work up to around 1992, here 

results obtained after this time will be discussed. 

2. Method 

Molecular-dynamics simulation in the present context is 
a technique using classical mechanics to calculate the time 
evolution of a system of particles. While in other applica- 
tions of molecular-dynamics techniques - such as for de- 
scribing the equilibrium properties of solids and clusters 
- quantum methods are increasingly being used [ 15 1, the 
simulation of particle-solid interaction using a quantum- 
mechanical framework has been extremely rare; I mention 
the simulation of carbon penetration into a carbon film [ 16 1, 
and of the growth of a silicon film using hyperthermal sili- 
con atoms [ 171. Solving the classical equations of motion 
requires physical input: the forces on the particles need to 
be specified. This is done by providing expressly the inter- 
atomic potentials, which will for most materials of interest 
be of a many-body nature. However, moving atoms may cou- 
ple to the electrons, resulting in energy loss and electronic 

excitation. But also the boundary conditions applied on the 
system of target particles represent physical input, viz. the 
reaction of the surrounding material on the simulated vol- 
ume. Finally, the initial state of the projectile and the target 
need to be specified. 

Technically the integration routine which is used to solve 
the equations of motion and in particular the time step which 
they necessitate are important. Also, the question when a 

simulation is ended needs to be addressed. The issue of 
how to detect a sputtered particle may sound trivial, but 

complexities appear at least in the case of cluster emission. 
Finally, sputtering is a stochastic process, in the sense that 
the sputter yield of a particular ion depends on its precise 
point of impact. We shall discuss all these issues in their 
order of enumeration below. 

There exist quite a many books on the technique of 
molecular-dynamics simulation [ IO,1 8-251, most of which 

address general problems of materials in thermodynamic 
equilibrium. The question of ion-solid interaction is usu- 

ally not addressed very broadly in these monographs, if at 
all [ 18,261, with the exception of Ref. [IO], which how- 
ever concentrates on MC and BCA methods. Since there 
are some aspects which are very specific to this application 

- e.g., a strongly non-equilibrium situation is treated, the 
interatomic potential is needed from very close distances 
corresponding to keV relative energy through the equilib- 

rium bonding distance to large separations -, it is worth- 
while to discuss here in detail some of the specific problems 

which enter the field of molecular-dynamics simulations of 

sputtering. 

2.1. Potentials 

The definition of the interatomic potential constitutes the 
essential physical input to a molecular-dynamics simulation. 

Ideally, it is the only physics input - at least, as long as elec- 
tronic excitations are not important. Whereas before around 
1985 only pair potentials were used, nowadays a consider- 
able variety of potential forms have been established, which 
describe different classes of materials [ 271. For a discussion 
of the potential functions, a distinction between high-energy 
potentials - valid above roughly 100 eV, although the exact 
limit varies from system to system - and low-energy po- 

tentials - which are derived to describe the bonding region 
below 0 eV - is in order. 

( 1) The high-energy potentials employed in molecular 
dynamics describe the close interaction of 2 atoms, where 
in most situations the influence of the environment can be 
neglected. Hence, the high-energy potential is appropriately 
derived from a quantum-mechanical calculation of the to- 
tal energy of a dimer in vacuum. Either quantum-chemical 
methods are applied for the atom pair of interest [ 141, or one 
of the many scaling potentia.1 forms commonly in use - such 
as the Moliere- [ 281, Kr-C- [ 291, or ZBL-potential [ 301 - 
is employed. The high-energy potential is in principle just 
the same as that used in BCA or MC calculations [ IO]. 
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(2) The low-energy potential describes the bonding of the 

atom in its equilibrium situation in the solid, and at small 

deformations around the equilibrium [ 3 11. Ideally, the po- 
tential used is flexible enough to describe as well the bond- 

ing in the solid, at the surface, around defects, in dimers and 
clusters. Since the bonding in these situations depends in 
many materials on the environment, the low-energy poten- 
tial usually contains a many-body contribution in addition 

to a (repulsive) pair-interaction term. For metals, the po- 
tentials of the embedded atom method (EAM) [ 32-341 or 
of a tight-binding form [ 35-371 are most commonly used. 

These potentials are of empirical or semi-empirical origin. 
However, there are a number of attempts to give these po- 
tentials a more ab initio grounding [ 38,391. For covalent 

materials, another class of potentials using explicitly the de- 
pendence on the bond angle, has been created, of which the 

so-called Stillinger-Weber potential [40] is a prominent ex- 
ample. A more generic form seems to be available through 
the so-called bond-order potentials [ 4 1,421. Clearly, van der 

Waals bonded materials can be described to a good degree 
by pure pair potentials, although even there many-body con- 
tributions need to be included to get accurate agreement be- 
tween experiment and theory of equilibrium systems, such as 

in condensed noble gases [ 43 1. Finally, in ionically bonded 
systems, a Coulomb contribution must be included. In prin- 
ciple, this is definitely possible, and has been done, e.g. in 
the simulation of SiOz [ 44,451, but not yet for sputtering 
studies. However, extra computational problems arise, since 
the Coulomb potential decays so slowly that it cannot be cut 
off and techniques such as Ewald summation [ 201 must be 
used; potentials in non-ionic systems, on the other hand, are 
usually cut off at a distance rc (cut-off radius) and as a con- 
sequence, the number of interaction partners of any atom is 
small. 

A great deal of physics important for sputtering occurs at 

0 to 20 eV interaction energy, since this is precisely the range 
of energies where most particles are sputtered. Unfortunately 

in this energy range, not much independent experimental or 
theoretical knowledge on the potential is available. From a 
practical point of view, this gap is closed by splining together 
the high- and low-energy potentials. This is usually done for 
a dimer in vacuum, and leaves some arbitrariness in assign- 
ing the potential in particular for its many-body contribu- 
tion. Other authors simply spline the high-energy potential 
to the repulsive part of the many-body potential. More work 
has to be performed to get a deeper understanding on the 
potential in this important regime, both on the experimental 

and the theoretical side [ 461. In particular, information on 
the defect creation should allow one to assess the potential, 
since the displacement threshold is in many materials situ- 
ated in the middle of the energy regime in question, at 20 
to 40 eV [47,48]. 

2.2. Electrons 

In a classical molecular-dynamics simulation scheme, 

electrons are by necessity not included as dynamic objects. 
They only appear as sources for energy loss or gain in the 
equations of motions of the atoms, or by the introduction 
of (adiabatic) excited-atom interaction potentials. Hence, 

as soon as electrons play an important role in the ion- 

solid interaction or sputtering process, the physical input 
to molecular dynamics stands on a less well defined basis. 

In the case of metals, electronic excitations are primarily 

regarded as a way of energy loss from the ion or target 
atoms; this energy loss is included in the same way - i.e., 
as a friction-like force [49], or (for inner-shell excitation) 

as a localized energy loss upon collision [ 501 - as in BCA 
or MC calculations [lo]. Various formalisms of how to 
include the coupling to electrons have been set up [ 145 l- 

551 by making use of the idea that at small atom energies 
the interaction must be given by the electron-phonon cou- 
pling as employed in standard metallic conduction theory. 

Examples will be discussed in Section 3.2. 
In the case of insulating targets, electronic excitations 

are long-lived, and can lead to electronic sputtering [ 561, 

when the potential energy stored in the electronic excitation 
is relieved to kick an atom off the surface. Such electronic 
sputtering processes have been modelled ad hoc employing 
molecular dynamics, by switching the interatomic potential 
from an excited potential surface to the ground-state poten- 
tial surface [ 57 1. 

2.3. Boundary conditions and system size 

Ideally, such a large target system should be simulated 
that no information of the impinging ion reaches the target 

boundary before all sputtering has ended. Practically, this 
can never be performed. Instead, a small target system is 
simulated, and the reaction of the surrounding environment 

is modelled via the introduction of suitable boundary condi- 
tions. The obvious way how to study the appropriateness of 
boundary conditions is to perform the same simulation for 
varying boundary conditions and system sizes, and to ana- 
lyze the action of the boundary conditions. Such a system- 
atic study does not seem to have been performed in the liter- 
ature, even though partial results have been published [ 581. 

In actual terms, the target system to be studied is of- 
ten chosen to be rather small for sputtering studies. As an 
example, for the case of 5 keV Ar on Ag( 11 I ) bombard- 
ment, Wucher and Garrison used of the order of 2300 target 
atoms [59], and Betz and Husinsky around 6200 for the 

comparable Cu( 111) target [ 601. Even for the largest sys- 
tem size quoted, usually the cascade is not enclosed in the 
target volume, i.e., target atoms are ejected also on the lat- 
eral and bottom sides of the simulation volume. The credi- 
bility of this approach lies in the fact that the linear-cascade 
sputter yield is proportional to the energy deposited in the 
near-surface layers of the target. As long as the lateral size 
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of the target is sufficiently large to contain the cascade, and 
the target is sufficiently deep to correctly simulate all pro- 
jectile or energetic target atom reflection back towards the 
surface, the sputter yield will be reasonably described. It 
would be helpful, however, if some sort of systematic infor- 
mation on the number of target atoms necessary to perform 
a reliable sputter simulation and on the dependence of the 
necessary size of the simulation volume on the bombarding 
energy were available. This does not appear to be the case. 

The boundary conditions employed may be divided into 
four groups: 

(i) Free boundaries, where actually the bombardment of 
a large cluster in vacuum is studied; 

(ii) Ftied boundaries, where except at the free surface, 
boundary atoms are nailed to their positions, or equiv- 
alently may vibrate in oscillator potentials, but can not 
be displaced; 

(iii) Damping boundaries, where except for the free sur- 
face, a friction-like force acts on all boundary atoms. 

(iv) Laterally periodic boundary conditions. 
Combinations of these groups are possible. Fixed bound- 

ary conditions suffer from the fact that energy and momen- 
tum will be reflected from the boundaries back into the sim- 
ulation volume. To a lesser extent, this also happens at free 
boundaries. Damping boundary conditions are assumed to 
give a better description of the reaction of the surround- 
ing material on the energy and momentum input to it from 
the simulation volume. In other words, the heat conduction 
and pressure relaxation of the surrounding solid shall be 
modelled. One prescription is to choose the damping con- 
stant such as to simulate the critical damping of a harmonic 
oscillator vibrating at the Debye frequency of the mate- 
rial [ 181; another one derives the damping from the target 
heat conductivity [ 611. Laterally periodic boundary condi- 
tions give a consistent representation of the reaction of the 
surrounding material at the cost of artificially simulating 
an infinite number of closely-spaced simultaneous ion im- 
pacts. These boundary conditions have been applied in par- 
ticular for growth studies [ 17,621. In investigations, where 
the target response is critical, even more refined procedures 
are employed, such as Langevin dynamics in the boundary 
layer [ 63,641. 

A systematic study of the effect of the boundary condi- 
tions on sputter simulations for a specific system, such as 
Ar bombardment of a Cu target, would be clearly a help 
in designing future sputter simulations, but appears not to 
be available. We note, however, the related investigation in 
Ref. 1651 of the influence of dissipative boundary condi- 
tions for a radiation damage simulation. 

It should be mentioned that as a rule, the system size nec- 
essary for sputter studies will be smaller than for other ion- 
solid interaction studies, such as formation and relaxation of 
bulk defects and surface topography, etc., since these occur 
usually on a longer time scale than sputtering. and the mate- 
rial reaction must be modelled with care. An exception may 
be given by spike emission phenomena, since there sputter- 

ing may last for a longer time, and be more closely related 
with the fate of the surrounding material. 

2.4. Initial state 

Often calculations are performed on a crystalline target at 
zero temperature. This defines the target structure perfectly 
well, unless that the relaxation or reconstruction of the tar- 
get surface needs to be taken into account. Note that while 
an unrelaxed surface is not in equilibrium and will relax 
even if no kinetic energy is initially available, an unrecon- 
structed surface will stay in its metastable equilibrium for 
an indefinite time at zero temperature. The effect of surface 
reconstruction on the sputter yield may be quite dramatic; 
thus an almost 40% decrease of the sputter yield of 1 keV 
Ar on ( 100) Si has been found on reconstruction, due to 
the higher surface-binding energy of the reconstructed sur- 
face [ 661. In comparison, the effect of relaxation on the 
sputter yield is relatively small. An increase of the sputter 
yield of 6% upon relaxation has been found for 1 keV Ar 
bombardment on Pt( 111) [ 671. 

A different situation arises if a target with an irregular 
surface is bombarded. Such a case arises for amorphous tar- 
gets, targets with a random surface topography, for random 
alloys, or for targets at a pre-defined non-zero temperature. 
In these cases it will be important that every new projectile 
which impinges on the target hits a fresh surface, uncorre- 
lated from the surface of the previous ion. This will usually 
mean that in the case of an alloy, for each new projectile, 
a new alloy target is created; etc. In the case of amorphous 
targets, it is usually too time-consuming to create new amor- 
phous targets each time a new projectile impacts; here often 
only different areas of the same amorphous specimen are 
bombarded. 

2.5. Integrator 

Quite a large number of integrators of ordinary differential 
equations have been employed in molecular-dynamics sim- 
ulations. They vary in their numerical order, which defines 
on the one hand the order of the derivatives of the potential 
which is needed; on the other hand, a higher order implies 
that a larger time step could be chosen for a comparable ac- 
curacy. This reasoning holds true for smooth integrands, but 
will not apply so stringently to cut-off potentials. Further- 
more, while a higher order may give a higher accuracy of 
the calculation, it needs more memory. Hence, many sim- 
ulators use the simple second-order (velocity-form) Ver- 
let algorithm [ 201. Other, more refined integrators are of a 
predictor-corrector form such as the Gear algorithm [68]. 
Note that in contrast to the velocity-form of the Verlet al- 
gorithm, other integrators are often not time-reversion sym- 
metric; this applies in particular to those of the predictor- 
corrector class. This may be a disadvantage if trajectory re- 
version is used to test the accuracy of the calculation. Several 
advantages or disadvantages of these integrators have been 
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discussed in the literature [ 18,20,69,70]. Note that some 
integrators cannot handle dissipative forces, and hence can- 
not be used with electron-phonon coupling or dissipative 
boundary conditions. 

A particular problem, which is encountered in every sim- 
ulation, is the choice of the time step. Usually, the time step 
is increased in the course of a sputter simulation when parti- 
cles slow down. The size of the time step is to be determined 
from the relative accuracy with which results are needed; this 
is usually performed in a pragmatic way by halving or dou- 
bling its value and repeating the calculation. For the Verlet 
algorithm, a useful criterion is that the time step should be 
so small that it allows the fastest particles to travel not far- 
ther than 5% of the nearest-neighbor distance [ 181. Some- 
times it is required in addition that the forces do not change 
too strongly during one time step. 

2.6. Termination 

Obviously the simulation should be ended, after the last 
sputtered particle has left the target. However, this is not 
easy to recognize. Thus, in practice an energy criterion has 
been used, which terminates the simulation when the ki- 
netic energy of every atom has dropped below the cohesive 
energy of the system, or of a certain fraction of it. While 
this criterion may work fine in the linear-cascade regime, it 
must be more thoroughly tested in a spike scenario. In other 
work, the simulation is simply ended after a fixed time has 
elapsed after the ion impact, 1 ps for example. Again, the 
justification is not simple and may mean in practice that a 
number of late sputtered atoms are missed. 

2.7. Detectors 

Their prime task is to detect a sputtered atom at the end 
of the simulation. It is defined as an atom with no other 
atom in the cut-off radius of the potential, i.e., with zero 
potential energy. If the sputtered atom is part of a cluster, this 
definition is applied to the cluster as a whole. A convenient 
way to detect sputtered clusters is to perform a recursive 
search through the nearest-neighbor list to be defined in 
Section 2.9 [ 711. In the case that the sputter simulation 
is performed with a small target system, which does not 
contain the entire collision cascade, atoms and clusters will 
be emitted on all sides of the crystal. Then care must be taken 
IO discriminate against atoms emitted from the sides of the 
target volume in an oblique direction towards the surface. 

In some work, sputtered particles have been defined by a 
distance criterion with respect to the original surface plane. 
In this case, care must be taken that the surface topography 
developing as a consequence of the ion impact will not dis- 
turb the analysis, cf. Fig. 1. 

Emitted clusters have been found to be metastable both 
in experiment and simulation [72] and to fragment on the 
[Ime scale of several up to at least several hundred ps. The 

analysis of these time-dependent cluster distributions will 
be discussed in Section 3.3 below. 

2.8. Statistics 

Sputtering constitutes a stochastic process, in that the 
sputter yield strongly fluctuates from one to the other single 
ion impact. We note that for large cluster impact, fluctua- 
tions are considerably reduced. 

For a single crystal with a perfect surface at temperature 
zero, the surface crystallographic structure defines an irre- 
ducible surface element; using the symmetry and translation 
invariance of the surface, ion bombardment into this irre- 
ducible surface element is :cpresentative of ion bombard- 
ment of the entire surface. Actually, denoting the lateral co- 
ordinates in the irreducible surface element by p, the sputter 
yield of an ion which impinges normally onto the surface and 
aims at p can be designed as y(p), From this point of view, 
molecular dynamics can be seen as a means of calculating 
the function y(p). For comparison with experiment, what 
is actually needed, is the mean value Y = s d2py( p)/A, 
where A is the area of the irreducible surface element. Such 
an integral can be performed by Monte Carlo integration: by 
shooting at random a number of /Vi,” ions onto the surface, 
the average Y can be calculated with a relative error propor- 
tional to I/K;;;;. Note, however, that the constant of pro- 
portionality may be large, since the standard deviation of the 
sputter yield is of the size as the average yield itself [ 731. 

This is the approach usually taken; often, however, a sub- 
division of the irreducible surface element into smaller cells 
is performed, and a MC integration is performed in each 
of the cells [ 121. This technique is called “stratified Monte 
Carlo”; when properly implemented - this requires in par- 
ticular a clever positioning of the boundaries of the small 
ceils, and hence some prior knowledge of y(p) - it will 
accelerate the convergence of the entire calculation [ 741. 
Another method uses the so-called quasi-random or low- 
discrepancy numbers, which improve the convergence be- 
havior to l/Ni, [74-761. Alternatively, one might prefer 
to evaluate y(p) on a regular grid in the irreducible sur- 
face element. Such a procedure would be more reminiscent 
of the handling of the averaging problem by one of the 
many numerical quadrature rules available, such as Simp- 
son’s rule [ 771. However, such a rule does not seem to 
have been applied yet, obviously because it requires some 
smoothness properties of y( p). Actually, y(p) is a discon- 
tinuous and rather irregular function, due to the chaotic tra- 
jectories which atoms perform in the collision cascade [ 781. 
Fig. 2 gives a view of the irregularity of y(p) for a partic- 
ular case. 

If the target system is at a non-zero temperature. the en- 
semble average of Y with respect to target temperature must 
be calculated. It is not known how much this averaging com- 
plicates the calculation, since while more randomness is in- 
cluded because of target disorder, the function y(p) may 
actually look smoother when temperature averaged. 
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Fig. I (previous page) Cu ( 11 I ) crystal I ps after bombardment with a 5 keV Cu atom. (a) View of the surface and spultered panicles. (b) Cross section 

cutting through the point of ion impact. Color code: “Temperature” in units of the melting temperature. See text. Section 3.2 

Fig. 2. (previous page) Sputter yield y(p) shown as a function of the lateral impact parameter p of the bombarding ion. p is varied in the irreducible 

surface element of the fee ( I I I ) surface: a surface atom is at the position of the lefr triangle vertex, a 2nd layer atom at the right, and a 3rd layer atom at 

the top. Data is taken for 4000 impacrs of 600 eV Ne ions on a relaxed Pt ( I I I ) surface. The mean yield is Y = I .6. 

2.9. Computer time requirements 

Neglecting code initialization, the CPU time tcpu is pro- 
portional to the number m of time steps performed. Fur- 
thermore, for sufficiently large numbers of atoms N, the 
CPU time is proportional to N, tcpu = aNm. a then is the 
CPU time per time step and per atom. It is best measured 
in FLOP (floating point operations). To this end, the mea- 
sured CPU time is divided by the speed of the computer 
used. The speed of the RISC/6000 workstation we used is 
23 MFLOPs, where 1 FLOPS denotes 1 FLOP per second. 

The N-proportionality of rcpu is due to the fact that we 
have a finite cut-off radius, i.e., the number of atoms NC 
with which any particle interacts is finite. Since the iden- 
tity of the interaction pamers changes with time as a con- 
sequence of particle motion, neighbor lists are used; these 
are bookkeeping devices to identify the interaction partners, 
and need to be continuously updated. Fig. 3 shows that in 
particular for large particle numbers, it pays well off to use 
an intelligent neighbor list. The best list nowadays in use is 
the Veriet-linked-ceils algorithm [ 791. In the linked-ceils 
algorithm the simulation volume is divided up into a regular 
lattice of cubic ceils; each particle is assigned to the ceil in 
which it momentarily lives; this routine is very fast. If the 
edge length of the cell is chosen identical to the cut-off ra- 
dius of the potential, ail interaction partners of a particular 
atom are found in the very same or in any of the 26 neigh- 
boring ceils. Veriet lists [ 801 use spheres around each atom; 
by choosing the radius of the spheres equal to the cut-off 
radius, all the atoms within the Veriet sphere of a particu- 
lar particle are by definition its interaction partners. Using a 
second, larger sphere concentric with the first one (the so- 
called Veriet skin), the Veriet list needs not to be updated at 
every time step. As Fig. 3 shows, the combination of spheri- 
cal and cubic ceils works most efficiently. Note that the pure 
Veriet scheme exhibits an N2 scaling of the cost at each up- 
date. 

Fig. 3 also shows that a typical many-body potential as 
used for a metal is somewhat more than double as slow as 
a typical pair potential. Depending on the cost of analytical 
function evaluation, potentials are encoded as look-up tables 
rather than as analytical expressions to be evaluated. As a 
consequence of the structure of metallic many-body poten- 
tials, three tables instead of one need to be looked up for the 
force calculation: one for the pair potential part, and two for 
the many-body part. Since the force calculation is the most 
time-consuming part of the molecular-dynamics program, a 

factor of 3 in the computer time requirement originates from 
looking up 3 rather than 1 table for the potential. 

In Fig. 3b also the dependence of the time factor (Y on the 
number of atoms N, within the cut-off radius is shown. We 
used NC = 12,18,42; these numbers correspond to a cut-off 
radius r, in the middle between successive neighbor shells 
of the fee crystal. Note the slow, sublinear increase of the 
cpu time with NC, which is due to the heavy overhead which 
the molecular-dynamics program has to perform in addition 
to the force calculations. 
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Fig. 3. Cpu time requirements per time step of the molecular-dynamics 

simulation and per atom. In all cases shown, the lists are updated every 5 

time steps. (a) Influence of the neighbor list used, NC = 48. For the fastest 

list snwture. Verlet-linked-cells. a comparison between the requirements of 

a Lennard-Jones pair potential (LJ) and a many-body potential (EAM) is 

shown. (b) For a 3 x lo4 atom system, and a Verlet-linked-cells neighbor 

list, the influence of the number of interaction partners, NC, is shown. 
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It may be noted that force evaluation for covalent mate- 

rials takes a longer time, since the structure of the forces is 

more complicated. and for 3-body forces the neighbor-list 
structure requires more thought, as neighbors of neighbors 
contribute to the force evaluation. Using the same compu- 

tation parameters as in Fig. 3b (Verlet-linked-cells scheme, 
N = IO’ particles), we find for the Stillinger-Weber poten- 

tial [ 401, which uses a cut-off after the first neighbor shell 

( NC = 4), a cost of 0.188 ms/atom/time-step, i.e., a con- 
siderable slow down with respect to metallic potentials. 

Furthermore, we mention that the actual value of (Y 

given here depends on the programming language used. It 
is common folklore that FORTRAN is still the fastest lan- 

guage [ 8 I], even though the actual speed depends on the 

compiler and on the optimization options used. We checked 
our FORTRAN code against a C-program. The latter was 
around 20% slower. 

Finally we wish to mention that the numbers given here 
depend on the actual machine used and on the skills of the 

programmer. In both respects our results may not be optimal. 
Sometimes special measures are taken to speed up the 

code by using so-called moving-atom lists [ 661, such that 
forces are only calculated for atoms which have moved from 
their equilibrium position. Such a speed-up is particularly 
effective early after ion bombardment. It appears that such 
a measure is now rarely used due to the checks which need 
to be performed to ensure the unbiased functioning of the 
code. Ref. [82] reports on another optimization scheme 
for molecular-dynamics simulations, in which the distance 
which an atom moved, its acceleration, and other features 
are used to decide whether the force on the atom shall be 

calculated anew. 

2.10. Reliability 

Every numerical algorithm makes errors, viz. truncation 
and rounding errors. Furthermore, a sputtering simulation 
starts from a very strong non-equilibrium situation: one 

atom has all the energy, all the many others have none. 
A sufficiently long time after ion impact. the system will 
have thermalized. For such a scenario, it is well known 

that upon inversion of the particle momenta at such a late 
time, the initial non-equilibrium situation will never be re- 
established, since entropy has been created. In fact, the sys- 
tem is chaotic [ 11,781: imagine a projectile which impinges 
directly on the center of a surface target atom; if the pro- 
jectile is slightly displaced laterally, the insueing trajectory 
will look drastically different. This strong dependence on 
the initial condition is the signature of chaos; cf. also Fig. 2. 
As a result of the numerical errors and the chaos involved 
in our problem, individual ion trajectories and target atom 
cascades in the solid will look different from code to code, 
and from machine to machine, or even from simulation to 
simulation, if the “technical” parameters of the simulation, 
such as the time step, have been differently assigned, even 
if the same initial positions for the projectile and the target 

atoms have been chosen. 

How then can one trust molecular-dynamics simulation 

results? From the above it appears that individual trajecto- 
ries should be useful and reliable for short times, for ex- 

ample for the assessment of specific collision or emission 
mechanisms. The reliability of several molecular-dynamics 
codes for such short time scales has indeed been tested in 

round-robin computer simulations [ 83,841; here fair agree- 

ment between these codes (and between them and BCA 
and MC simulations) could be established. In general, how- 
ever, it is average values of the simulations which need to 

be compared between different codes, and only such aver- 
ages can be compared to experiment. The requirement that 
a molecular-dynamics code gives a reliable estimate of the 

average quantities, such as the sputter yield, is equivalent 
with allowing a small numerical noise in the result of indi- 
vidual trajectories, under the condition that this noise is truly 

unbiased. Otherwise, the code introduces systematic errors. 
The check of simulations by comparison to experiment 

is not always easily done. Many sputter experiments im- 
ply high ion fluences, under which the surface topography 
changes in an often not well characterized way. High-fluence 

simulations on the other hand are virtually impossible to 
perform, since these last a time which is too long compared 
to the ps- or ns-regime which can be simulated with the 
available computer power, and the influence of surface dif- 
fusion on surface topography is not easily assessed. Nowa- 
days, however, more and more small-fluence experiments 
are under way, which lend themselves ideally to comparison 

with molecular-dynamics results, cf. Section 3.1. 
Actually, two philosophies seem to exist: According to 

one of them, since the model itself is not perfect - the poten- 

tial may be wrong, the target particle number is too small. 
etc. - why bother and calculate numbers with more than 10% 

accuracy, say? The other philosophy insists that molecular 

dynamics is in principle capable of predicting the outcome 
of a model sputter “experiment”, in which only the inter- 
atomic potential enters as physical input; so it is worthwhile 

to calculate atom trajectories, sputter yields, etc., with high 
accuracy in order to check the model assumptions. Accord- 
ing to the general ambition of reducing macroscopic phe- 
nomena to their atomistic causes, which stands behind the 
molecular-dynamics scheme, it is the author’s opinion that 
the latter philosophy will survive. 

3. Results 

Molecular dynamics has been increasingly used in the 
last years as a theoretical tool for understanding sputtering. 
In this sense, this method competes with analytical theory, 
MC and BCA simulations. These latter methods have been 
primarily designed to describe the linear-cascade regime - 
although of course extensions are possible and have been 
experimented with [ 851, and in a sense, BCA simulations 
may be regarded as an approximation to molecular dynam- 
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its. It might appear worthless if molecular-dynamics simu- 

lations were performed in the linear-cascade regime itself, 
since this method is considerably slower than the other three 
mentioned. However, as pointed out above, molecular dy- 
namics appears to be the most realistic description of the 

sputter process. All effects possibly important for sputtering 
are included under the condition that a sufficiently reliable 

interatomic potential is supplied, and that the coupling to the 

electron system is realistically modeled. Hence, molecular- 
dynamics simulations in the linear-cascade regime aim at 

an accurate comparison to experimental data, or to a check 

of available analytical models, or are performed in order to 
provide parameters immediately from the potential for use 

in MC or BCA calculations or in analytical theory. 
The range of applicability of molecular dynamics is lim- 

ited to low bombarding energies by the number of atoms to 
be simulated. So the largest sputter simulation performed up 

to date is for a 20 keV Au atom bombarding a Au target [ 861. 
Also in other ion-solid interaction simulations, only slightly 

higher energies have been employed, e.g. Ref. [ 87 1. 
The true and original capability of molecular dynamics 

lies outside the regime of the linear cascade, viz. in the spike 

regime, and in the study of such phenomena as are induced 
by interatomic binding, such as cluster emission or chemical 
effects in sputtering. In these regimes, other theoretical or 
computational methods have difficulties. 

It should be added that almost no molecular-dynamics 
simulations have been performed on laser sputtering, with 
the exception of strongly idealized model calculations [ 881. 
The reason hereto is that - due to restrictions in simulation 
time - only ps- or sub-ps-laser-irradiation can be modelled; 
what is more important, the laser intensity is absorbed at 

least up to depths of 10 nm [ 891, even for UV lasers and 
strongly absorbing targets. As a consequence, not only the 

lateral, but also the depth scale of the relevant processes is 
quite large. In a recent presentation, both depth and lateral 
scale were strongly reduced, by increasing artificially the 
target absorptivity and by narrowing the laser beam to a 
nm-sized diameter [ 901; as a result, the effects after laser 
irradiation looked very similar to cluster bombardment. 

3. I. Linear-cascade regime 

A number of molecular-dynamics studies have been per- 
formed in order to investigate basic issues in linear sputter- 
ing theory. The grouping of the results reported below under 

this heading may not appear fair in all cases. However, this 
section is meant to contain all those results that can be un- 
derstood at least in a first approximation from the assump- 
tions underlying linear-cascade theory, and refer to processes 
where neither atomic binding nor high energy densities play 
a strong role. 

Progress has been reached in the field of preferential sput- 
tering of alloys and compounds, a subject which is of con- 
siderable interest both in sputter applications and from a fun- 
damental point of view [ 911. In order to exploit the model 

E W) 
Fig. 4. Recoil density F(E) calculated for 1 keV Cu bombardment of 
a Cu ( 100) surface, averaged over 100 ion impacts. The results of two 
molecular-dynamics simulations are shown. Dotted: purely repulsive inter- 
atomic interaction. Full: attraction included via a Morse potential. Dashed: 
prediction of linear-cascade theory, OL l/E*. From Ref. [ 96 1, 

character of molecular-dynamics calculations, it is useful 

to extend the simulations from realistic systems, such as 

the preferential sputtering of a CuNi alloy [ 921, to pseudo- 
alloys not found in nature. Thus, the sputtering of alloys with 

modified cohesive energies or heat of mixing could be stud- 
ied and compared with the predictions of analytical theory; 
moreover, isotopic mixtures with unnaturally high mass ra- 

tio were studied, in order to enhance the effects found [ 931. 
This latter trick has already been introduced earlier in pref- 
erential sputter simulations [94]. Further results on the sub- 

ject of preferential sputtering have been obtained recently 
using BCA simulation methods [ 951. 

A further problem which has been attacked is the influ- 
ence of the so-called bulk-binding energy on collision cas- 

cade evolution. In Fig. 4, the recoil density F(E) - i.e., the 
number of recoils generated in an energy window around 

E - is shown; this quantity was measured in the simulation 

by identifying E with the maximum kinetic energy reached 
by the recoil. Two different molecular-dynamics simulations 
are compared: one with a purely repulsive interaction po- 
tential, and another. where attractive forces are included. 
The figure shows that the recoil densities calculated in these 
two simulations are astonishingly similar and follow well 
the asymptotic I /E*-behaviour predicted by linear-cascade 
theory. Only at small recoil energies, the influence of the at- 
tractive force becomes apparent. In Ref. [ 961, this influence 
has been related to the concept of the bulk-binding energy, 
which is used in analytical theory and MC or BCA calcula- 

tions to incorporate the influence of interatomic attraction. 
Another thread of work attempts to identify the role of 

electronic inelastic loss processes in a cascade, and of elec- 
tron excitation [ 97,50,98]. As mentioned above in Section 2, 
such a procedure requires an ad hoc introduction of elec- 
tronic processes into the simulation. The results achieved 
were also used to assess the mechanisms by which core- 
excited atoms are sputtered [ 991. 

Also the work on understanding the sputter mechanisms 
of single crystals was continued. The evolution of this field 
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until 1992 is described in Ref. [ lOO]. A special impetus for 

performing these simulations is provided by experimental 
techniques which allow to measure energy-resolved angu- 
lar distributions of sputtered particles for small irradiation 

fluences and hence under well defined surface conditions. 
Such an experimental situation lends itself in an ideal way 
to molecular-dynamics simulations. In fact. it may be hoped 

that here it is only the interatomic interaction potential the 

knowledge of which limits the accuracy of the simulation; 
assuming that the other factors mentioned in Section 2 have 
been well taken care of. In this situation, a new potential 
_ due to DePristo et al. [39.101] - was incorporated into 
the simulation, which was believed to describe interatomic 

interaction in metals in a more accurate way, and the sput- 
ter calculations which were previously performed with the 
EAM potential [ 1021 were repeated. The new results appear 

to show a better agreement with experimental data [ 1031. 

Among further work on single-crystal sputtering we wish 
to mention Ref. [ 1041, which aimed at identifying the mech- 

anism of Wehner spot formation for low-energy sputtering, 
cf. also Ref. [ 10.51, and Ref. [ 1061, where the tempera- 
ture dependence of Wehner spots was investigated. Sput- 

tering induced by hyperthermal rare-gas atoms bombarding 
different low-indexed surfaces of a Cu crystal was investi- 
gated in Ref. [ 1071. Other work tried to identify the differ- 

ences between the sputtering of an amorphous in contrast 
to a single-crystal Si surface [ IO81 ; there also several dis- 
crepancies with previous simulation results of crystalline Si 

sputtering [66,109] are discussed. 

Finally, some unusual work on linear-cascade sputtering 
should be mentioned. In condensed gases. very low-energy 
atoms - in the eV region - may give rise to so-called mini- 

cascades [ 561. Such low energy atoms may be excited for in- 
stance by electronic excitation, and subsequent energy trans- 
fer to atomic motion. Molecular-dynamics simulations of 
this phenomenon have been performed with the aim of de- 
scribing electronic sputtering in condensed gases [ I IO] and 
the transmission of atoms through thin rare-gas films, and 

the concomitant sputtering [ 11 I 1. 

3.2. High-energy density (spike) phenomena 

The linear-cascade sputter regime is left as soon as the 

energy imparted per atom &rom in a certain subvolume of 
the cascade becomes at least of the order of the cohesive 
energy && of the solid. If this happens close enough to the 
surface, dramatic sputter phenomena may happen. In fact, 
since sputtering is a stochastic phenomenon, in a particu- 
lar system some ion trajectories may lead to spike forma- 
tion. while others may not. The idea that regions of high 
energy density may lead to prolific sputtering is rather old, 
see quotations in Ref. [ I 121. Molecular-dynamics simula- 
tions could show its existence and relevance first in the case 
of sputtering of condensed noble gases, where the cohesive 
energy is so small that the above mentioned criterion is read- 
ily reached [ 113.1 141. More recently. the transition from 

linear to nonlinear sputtering was investigated in such sys- 

tems [ 1151. Sputtering of a condensed molecular gas (N2) 
was studied in Ref. [ I 161. 

Spike phenomena were also found for polyethylene bom- 

bardment [ I 171, and in the case of metals. In the latter case, 
for 20 keV Au bombardment of a Au target, a trajectory 
was shown which led to dramatic atom emission [86]. Of 
course, this was a single trajectory and the statistical sig- 

nificance of this event is small; at higher bombarding ener- 
gies, around the maximum of the nuclear stopping power. 

a substantial, if not dominant, contribution from spikes is 
measured experimentally for Au [ 1 18,119]. 

We exemplify a spike in Fig. 1 for the case of 5 keV Cu 

+ Cu bombardment. The color code denotes the “tempera- 
ture” of the atoms in the following sense: around each atom, 
the average of the kinetic energy of all atoms within a sphere 

of radius r, (the interaction cut-off radius) in the center-of- 

mass system is taken, and converted to units of temperature. 
Thus. the “temperature” of all sputtered monatomics is zero, 
while that of the small clusters is equivalent to their internal 

energy. Within the solid, the “temperature” 1 ps after bom- 
bardment is at some places considerably above the melting 
temperature of Cu of I358 K. 

Another way to produce high energy densities inside the 
bombarded material is by cluster bombardment. In fact, in 
the recent past, the consequences of bombarding surfaces 
with clusters have been investigated by molecular dynamics 
for the purpose of identifying the basic interaction mech- 
anisms of clusters with solids [ 120-1271, and to model 

cluster deposition [ 64,128-l 301, but only to a small ex- 
tent for the immediate purpose of sputtering [ I2 I, I3 I ] ; see 
Ref. [ I 191 for a recent review. There can be no doubt, how- 
ever, that the high energy densities, which are usually de- 
livered by clusters will give rise to interesting spike phe- 

nomena. The related issue of fullerene bombardment and 
the induced sputtering has been more thoroughly attacked 
by molecular dynamics [ 1321. 

High energy densities may also be reached in ion tracks. 
These are produced by swift ions, typically fission frag- 
ments, which penetrate on a straight line through the mate- 
rial and deliver energy mainly in the form of electronic exci- 

tation, which is subsequently converted into nuclear motion. 
The sputtering from high-energy-density tracks has been in- 

vestigated by molecular-dynamics simulations as a function 

of &tom/&oh [ 1331. 
Spikes may be rather long lived - on the order of I to 

several ps -, whereas linear collision cascades have died af- 
ter several 100 fs after ion impact, when the energy of all 
atoms has decreased below the cohesive energy, and hence 
no more collision-cascade sputtering can occur. The rea- 
son hereto is that in a spike, energy has more or less been 
equilibrated between all the atoms, and hence its lifetime is 
governed by energy diffusion (heat conduction) out of the 
spike volume, while in a linear collision cascade each mov- 
ing atom loses energy when it collides with an atom at rest. 
Hence it is a question of main importance to the lifetime of 
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spikes whether electrons can participate in energy dissipa- 
tion. Various schemes have been proposed to include elec- 
trons into a molecular-dynamics simulation in a phenomeno- 
logical way [ 145 l-551. One result of these considerations 
is that for good electrical conductors - such as Cu or Ag 
- the coupling between electrons and atoms is too small to 
sensibly affect the lifetime of a spike; in other cases - such as 
Ni or Pt -, however, spikes may be efficiently quenched by 
electronic heat conduction [ 53,541. Even arguments were 
raised that in some cases energy may be imparted from the 
electrons to the phonon systems. Such a situation may be 
important for high-energy irradiation (in the MeV region) 
where a nonnegligible part of the projectile energy is given 
to the electronic system, and may be imparted from the elec- 
trons to the atoms [ 1341. 

3.3. Cluster emission 

For most classes of materials, interatomic bonding is af- 
fected by the environment. Thus, for instance in Cu, the 
dimer binding energy in vacuum is 2 eV; the binding en- 
ergy between 2 atoms in solid Cu - which might in zeroth 
approximation be defined by dividing the cohesive energy 
&,h = 3.5 eV by half the number of nearest neighbors, 6 - 
is only around 0.6 eV. Note that during the cluster forma- 
tion process, the bonding of an atom changes from the solid 
or surface environment continuously to a cluster environ- 
ment in which the atom is usually much lower coordinated. 
Molecular-dynamics simulations appear ideally suited to re- 
alistically describe this process. It is hard to imagine how 
other simulational tools could achieve this crucial task with- 
out the introduction of ad hoc assumptions. 

This shows that in many materials, such as in metals or in 
covalent materials, a realistic description of cluster forma- 
tion and emission in sputtering depends on the availability 
of a potential which describes as well the binding of clusters 
and in the solid. The many-body potentials used in sputter 
simulations are able to describe these changes in binding at 
least in a qualitative way [ 3 11. In the case of metals, there 
is a potential available which has been specifically designed 
to describe the binding in both dimers and solids quite ac- 
curately [39,101]. 

The most abundant form of clusters sputtered are dimers. 
In many experiments performed by keV bombardment of 
metals, a fraction of some 10% of the sputtered atoms are 
bound as dimers; therefore quite a large body of information 
on sputtered dimers has been assembled in the past, and 
has been reviewed in Ref. [ 721. New information has been 
obtained recently [ 105,135-1371. As an example, it might 
be mentioned that by the judicious construction of metallic 
materials, where the cohesive energy and the heat of mixing 
can be more or less arbitrarily assigned to the pseudo-alloy 
formed, it was possible to show in which manner the dimer 
yield decreases with increasing surface-binding energy of 
the atoms, and increases with increasing dissociation energy 
of the dimer [ 1371. 
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Fig. 5. Relative abundance distribution Y(n) of Ag, clusters sputtered 

from a Ag ( 1 I I ) surface due to 5 keV Ar bombardment. Nascent and 

final distributions calculated by molecular dynamics immediately after, 

and 500 ps after ion emission. Monte Carlo results, extrapolated from 

molecular-dynamics data as described in the text. Experimental data from 

Ref. [ 1571. Plotted after Ref. [ 591 with permission of the author. 

Another feature which has already been studied in some 
detail by molecular dynamics in the past was molecule sput- 
tering; i.e., the emission of preformed molecules from the 
surface. Sputtering of adsorbed molecules and their frag- 
mentation were investigated in Refs. [ 138,139] ; cf. also the 
work on polyethylene mentioned above [ I 171. 

A particularly fascinating feature of the sputter phe- 
nomenon is that quite large clusters may be emitted. For 
example, in an experiment on keV bombardment of Ag, 
Ag clusters up to Agis have been found [ 1401; the upper 
limit is restricted only by the resolution of the experimen- 
tal detector, rather than by the size of the clusters actu- 
ally emitted. Similar results have been observed by other 
groups [ 1411. It is highly interesting to gain information 
on the properties of these clusters and in particular on the 
mechanisms how they are formed. In principle, molecular- 
dynamics simulations are able to deliver this information; 
however, since large-cluster emission is a rare event, a huge 
number of atom impacts has to be simulated in order to gain 
statistically relevant information. New results have been 
produced in particular in Refs. [ 59,601. Fig. 5 shows such 
a piece of information gained. Here, a high-sputter-yield 
system was chosen - 5 keV Ar + Ag( 1 1 l)- and modeled 
with a potential [ 39,101], which reproduces satisfactorily 
the cluster binding properties. 

As a result, clusters up to a size n = IO were observed 
to be sputtered in the molecular-dynamics simulation. How- 
ever, many of these contained such a high amount of internal 
energy that they decayed very quickly, on a time scale of 1 ps 
to several 100 ps, depending on the internal excitation; clus- 
ters with an internal excitation just above the dissociation 
threshold can even live much longer, and can be detected ex- 
perimentally as metastable clusters on a ps time scale [ 721. 
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By calculating the fragmentation process with molecular dy- 
namics, the distribution of stable clusters could be deter- 

mined. These results were then extrapolated towards larger 
clusters by a special MC routine built as a post-processor of 

the molecular-dynamics data; the MC routine incorporates 
cluster fragmentation via the RRK transition-state theory 
of unimolecular decay. The result of this simulation shows 

an astonishingly good overall agreement with the measured 

data. The cluster abundancedistribution follows a power-law 
decay; a transparent argument for its origin is still missing. 

3.4. Surface topography formation 

As evidenced in Fig. 1, ion bombardment leads not only to 
particle emission from the surface but also to the formation 
of surface topography. In the violent case depicted in Fig. 1, 
it is evidently a near-surface spike which is the cause of the 

large bulge of atoms which extrudes from the surface. In the 

linear-cascade regime, the main topographical feature will 
be the formation of adatoms on the surface: adatoms may be 
considered to be those atoms which have been kicked out of 
the surface by the collision cascade, but whose momentum 
was not sufficient to pass the surface barrier. While the for- 

mation of large hillocks or craters on the surface has been 
demonstrated by molecular dynamics in several instances 

(cf. also Fig. 1 ), no systematic investigation of this phe- 
nomenon seems to have been performed. Adatom forma- 
tion, on the other hand, has been investigated more system- 
atically. In an investigation of the sputtering of Pt( 111) by 

keV noble gas ions, it was found that the number of adatoms 
formed was roughly a factor of 4 times higher than the sput- 
ter yield [ 1421; this is in agreement with experiment [ 143 1. 

Of course, surface topographical structures may strongly 
change with time after bombardment. Surface diffusion, 

which is strongly temperature dependent, will be a main 
reason for surface changes, but not the only one. While 
this issue is relevant for many applications, and has been 
studied theoretically quite extensively [ 144.1451, it seems 
hard to perform dedicated molecular-dynamics studies of 
this process. 

3.5. Effects of surface topography 

The formation of surface topographical structures may af- 
fect the sputtering behavior of the surface. In craters, for in- 
stance, redeposition will act to lower the sputter yield. Due 
to the general dependence of the sputter yield on the inci- 
dence angle of the bombarding ion, any large-scale (i.e., on 
the length of a cascade dimension) surface structure will 
change the incidence angle of the bombarding ion with re- 
spect to the local surface normal. Calculations of such a 
phenomenon have been performed [ 146.1471, but not on a 
molecular-dynamics basis. 

However, some molecular-dynamics information exists on 
the influence of a microscopically rough surface on the sput- 
ter yield [ 671. To this end, a Pt( 111) surface was randomly 
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Fig. 6. Dependence of the sputter yield Y of a I keV Ar bombarded 

Pt( I I I ) surface on the adatom coverage 0. Dashed lines are to guide the 

eye. Dotted: yield of an adatom-free surface. V(O). From Ref. [ 671. 

covered with a definite coverage 0. The change of the sput- 
ter yield of this surface with coverage is shown in Fig. 6 for 
1 keV Ar bombardment. It is seen that the effect is small, of 

the order of 10%. This is reassuring in view of the fact that 
sputter theory employs a mean, site-independent value for 
the surface binding. Interestingly, the yield enhancement is 
most pronounced for small coverages, 0 < 0.5, while for 
a more than half-filled layer of atoms, almost no change of 
the sputter yield with respect to a clean surface is found. 

This asymmetry is due to two effects: (i) Sputtering is easi- 
est for isolated adatoms, which are the weakest bound to the 
surface; these are most frequently found for small coverage. 
(ii) For large coverage, the energetic benefit of sputtering 

atoms from the adatom layer is balanced by the geometric 
restriction of sputtering atoms from the original surface layer 

due to blocking by the adatoms. It should be mentioned that 
due to the metallic binding assumed in this calculation, the 
effect is smaller than for a pair interaction potential. Taking 

this into account, the results shown here are in agreement 
with earlier simulations which were performed for half a 
monolayer coverage, 0 = 0.5, and for pair potential interac- 
tion [ 1481. 

The effect of surface topography may be considerably 
stronger in the case of covalent materials with their direc- 
tional bonding, as has been discussed in Section 2.4. A de- 
tailed study of the effect of 225 eV Xe bombardment on the 
surface topography evolution of Si( 111) and the influence 
of this topography on the sputtering mechanism has been 
published recently [ 1491; the resulting layer-by-layer sput- 
ter mode is consistent with experiment [ 1501. 

3.6. Chemical effects 

Chemistry may play different roles in sputter problems. 
They range from atom-specific surface-binding energies in 
alloys or compounds, over bond breaking or re-organization 
in compounds or molecular targets upon ion irradiation, to 
ion-beam etching, where the addition of a reaction partner 
of the target material during sputtering increases the sputter 
yield in a synergistic way. Several aspects of chemical pro- 
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cesses have been already addressed above under the head- tive forces during sputtering, such as in cluster emission, the 
ing of dimer emission, and the polyethylene bombardment formation and influence of surface topography, and effects 
study mentioned under spike phenomena. of chemistry. 

After the availability of potentials for thermal surface re- 
actions - such as the thermal etching of a Si surface by F 
atoms - was demonstrated [ 15 11, dedicated studies of reac- 
tive ion-etching phenomena have been performed more re- 
cently [ 152,153]. The system studied was 200 eV Ar bom- 
bardment of Si in a Cl atmosphere. The simulations were 
used to interpret the synergetics of chemical sputtering, and 
the emission mechanisms of low-energy reaction products. 
In other work, the sputtering of a H-terminated Si-surface 
by low-energy ion irradiation was studied [ 1541. 
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Chemical effects can only be modelled if potentials are 
available which include the chemistry at least in a qualitative 
way [ 1551. A prominent example of such a potential is the 
so-called Brenner potential [ 1561, an example of the class 
of bond-order potentials [ 421. It has been found to describe 
well the chemistry of hydrocarbons. 
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